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Motivation

= What is Emotion Inference?

= Emotion Inference (aka Emotion Recognition) is the process of
identifying human emotion, mostly from facial expression

= Human'’s affect expressed by various channels in a specific context
= Emotion recognition relies on massive labeled channel data

= Why Emotion Inference?
= Intelligence, Emotion-aware User Interfaces, etc.

= Let's survey recent 5-year papers
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A General Framework
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Vision Aspects
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Facial-based Method & CNN Models

= Facial expression is the most
important channel for emotion
expression;

= Convolutional Neural Network is
the recent breakthrough model
that rules the entire computer
vision area; —

input retina LGN vi v2 va T
Image source: https://figshare.com/articles/Ventral_visual_stream/106794
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Facial Emotion Inference Steps

L Stepo Prepa re dataset [Moolahosseini et al. 2017]

Neutral (Angry) Happy (H1pp\) Sad (,\nhr)) Sur;'n e (har)

5

Fear (Fear) l)ts\usf(l)lsbus!) Angry (Angry)  Contempt (Happy)

IR

Non-face (Surprise) Uncertain (Sad) None (Fear) None (Happy)

= Stepl: Finding Face ixeeta 2017

u Stepz Em0t|0n Recogn|t|on [Howard et al. 2017] [Howard et al. Feb. 2018]

Image source: [http://mohammadmahoor.com/affectnet/]

F\Wﬁz hor e
Anger 0.00007
Contempt 0.01314
Disgust  0.00021 5
Fear 0.00001 =+
Happiness 0.43183
Neutral  0.55356
Sadness  0.00104
Surprise  0.00013

Image source: [He et al., Mask R-CNN, ICCV 2017] Image source: Microsoft Emotion Recognition
https://thenextweb.com/microsoft/2015/11/11/take-that-inside-out/
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Recent Contributions: A Comparison

Classification on Same dataset

Error
80
= Performance get improved
Traditional
monthly
65
= Balance between recognition
performance & model size
50
= This comparison is for general l O
. . . AlexNet SqueezeNet | MobileN
image classification problem, but . ) oplenet
CNNs are able to perform Transfer
. . . . huffleN
Learning, i.e. it can directly apply to M ShuffjeNet
. . Xception
emotion inference ’0 :

2010 2011 2012 2013 2014 2015 2016 2017

*The size of a circle represents computation complexity.
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Speech Aspects
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Voice-based Methods & NN Models

Pre-processing Modeling

Documents

Documents

Dense Embeddings Hidden Layers Output Units

Neural Networks

Result source: https://analyticks.wordpress.com/2016/11/07/leveraging-deep-learning-for-multilingual-sentiment-analysis-2/
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Voice-based Methods

= Voice-based Emotion Inference can be decomposed to two steps:

= Step 1: Speech to Text N
u Step 2: TeXt Sentiment AnalYSiS[Rajalakshmi et al. 2017][Zhang et al. Feb. 2018] 30
o
= Fordirectly analyses from tones: NN Models include this case #ctvet tabel for sample et
negative

a fugitive on the run a bit 1like the 1incredible hulk tv series without the shirt ripping jimmy crosses
the mob 1in an entirely contrived way and goes on the run and in an entirely contrived manner finds

himself working at a catholic reform school have you noticed an oft used description in the last

sentence entirely contrived 1is the answer let me repeat for the hard of thinking that this 1is an

Result source: Keras examples
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Commercial Success

= Voice Assistants have became consumer products

= Massive human-level performance language APIs provided by platforms

= FYI: STT is hard to optimize, only focus on sentiment analysis

¢ a

:‘ ‘o‘ ‘

Icon source: lazear@dribbble

WiSe 2017/18 Seminar Medieninformatik / Ou Changkun (LMU, hi@changkun.us) / February 26th, 2018 12



Interaction Aspects
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Interaction-based Methods

= Touch interaction and device motions (gyroscope, accelerometer, etc.)
are the commonly used;

= Promising results presented by traditional feature engineering

= 99.9% papers only consider three emotions and only in a specific

context. N 7 ~

Session: 3 Goal: 20

Session: 3 Goal: 20

= Be aware the reliability.

Features (>8) of Touch Interaction

Deviation in number of strikes E\ - /| N
Deviation in number of taps / \}‘
Mode of strike length
Average of strike length
(x1s,y15,p15)
(x14,y14,p14) (x21,y21,p21)
\ (x22,y22,p22)
‘ (x13,y13,p13) (x23,y23,p23)
’(xm,yu,pu) \\
(x11,y11,p11) (x24,y24,p24)

<

Image source: [Gao et al., What Does Touch Tell Us about Emotions in Touchscreen-Based Gameplay?, TOCHI 2012]

Negative Neutral Positive \\\
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Multimodal
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Multimodal Method

= 99% papers based on sensors fusion method consider facial+speech
data;

= All channels fusion is not discovered by researches.
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Applications
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Emotion-aware System

Video source: https://youtu.be/Idi1NCpe2Aw
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Sensing oo
. e -
Emotion-aware System g
4—
Express
= Two typical application in mobile HCI: Hser Any Ul
= (Case 1: Spoken Dialogue System
= Example: Siri
= Case 2: Adaptive GUI J
4+ Therei k >
= Example: Input Keyboard _ i
q1 vV S 33 I’4 tS y6 U7 O9 [:)0

= General idea: dynamically adapting

. ) d f h j k |
user interfaces based on user’s @ J J

emotions, research is rare 4 z xcvbnma®@a
7123 |, @ EN/DE/FR ) Q
v O O @

Image source: https://medium.com/google-design/
human-centered-machine-learning-a770d10562cd
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Challenges

LUDWIG-

MAXIMILIANS-

el  WiSe 2017/18 Seminar Medieninformatik / Ou Changkun (LMU, hi@changkun.us) / February 26th, 2018 20




Challenge: Continues Understanding

= Emotions are not just state;
= Emotions influences each other and transform to others continuously;

satisfaction

‘o“m{“ Mlmg ?uum IUSt arousal ‘.“gwq‘ /ho " Qaiety delight | elation Joviality
.- e amusement jolliness
g ~a affection «— Mtraction 1 dﬁm_ 1 /W optlmlsm \ \ l 1 / /,
/ / \\ love «—— I;nging MIW "~ cheerfulness «— "
c \ enjoyment
550N sentimentality
oy et amazement MR pride ,,.Z /ﬂ J..‘m \9‘-"’““
vengefulness
\\ \ / e astonishment —¥ surprlse .,,\ o
nte —=  fage '-_M"m‘m’w“h por 29O anguish 1 joy mhm{sm excitement
outrage // f \'\q.m, \ q/'m i \ 1 1 enthrallment /} zest/
e e hosity __ jrritation suffering ™ contentment 1 -
orouhien i O s relief [
torment / \ o Y exhiation
aggravation nce Shame s pleasure displeasure dismay fright
\ guilt l / \\ /

anger «_ disgust ~— " disappointment oo —___"
9 ¥ sadness =— ~~ horror

jealousy k)d"‘r‘v hysteria

l / T =~ sympathy ,__ ., )/f T
';bom :
melan: hol-, luminess dqumn qemo pank
envy 'l m,m fear ~ . morticaion
hopelessness u happiness 1 b
insult — \

exasperation sadness +— slienation
depression / ‘t et negIeCt nervousness hwry
I . / ’ \ somow homeek if\ﬂ* f \ solation / / 1 \
frustration dapek embarrassment distr
o ey, Insecurity loneliness  apprehension tenseness uneasiness oz

Image source: https://stanchew.wordpress.com/2012/04/23/a-map-of-human-emotions/
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Challenge: Impermeable Emotions

We were talking about buy a MacBook from
Apple Store with educational discount...
But this guy isn’t a student anymore

= Impermeable emotions can not be

labeled E) My colleague bought a
il MacBook Pro with 20%

O gnrEEK ) .
education discount, he

= e.g.lamjealous of...; wasn't examined...

TRABRR
'll do the © ¢
- same next e ‘
time RERBHET
o @
Then you get
caught, GG
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Challenge: Impermeable Emotions I

= Impermeable emotions has culture difference varkusetat 1991

“Sadness, please allow

. A Y
Anger 098752 (4 v 1B
Contempt 0.01037 , = i
Disgust  0.00077 | ‘ ITAXY
Fear 0.00000 p 3 ; . » . )
Happiness 0.00001 ' 4 o , >} ; ft,

Neutral  0.00072

Sadness  0.00062 - . e 2
Surprise  0.00000 g J ' e \
"y , ; o . -

Image source: Microsoft Emotion Recognition Image source: Google Image Search
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Summary

= Facial & voice channel is the most important channel over all
channels, and Neural Networks are recently advances for emotion
recognition (>100 different emotions);

= Typical applications of mobile emotion recognition consider Emotion-
aware Ul;

= Emotion-based HCl research is rare (Design principle, User Testing,
etc.);

= Emotion Inference is a challenging problem & may not bring success.
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