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Fig. 1. Mixed reality (MR) will become increasingly embedded in peoples’ everyday lives, ranging from

productivity to entertainment to health settings. However, different levels of either visual complexity or MR

manifestations might place differing demands on the attention allocation of users.

While Mixed Reality allows the seamless blending of digital content in users’ surroundings, it is unclear if
its fusion with physical information impacts users’ perceptual and cognitive resources differently. While the
fusion of digital and physical objects provides numerous opportunities to present additional information, it
also introduces undesirable side effects, such as split attention and increased visual complexity. We conducted
a visual search study in three manifestations of mixed reality (Augmented Reality, Augmented Virtuality,
Virtual Reality) to understand the effects of the environment on visual search behavior. We conducted a
multimodal evaluation measuring Fixation-Related Potentials (FRPs), alongside eye tracking to assess search
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efficiency, attention allocation, and behavioral measures. Our findings indicate distinct patterns in FRPs and
eye-tracking data that reflect varying cognitive demands across environments. Specifically, AR environments
were associated with increased workload, as indicated by decreased FRP - P3 amplitudes and more scattered
eye movement patterns, impairing users’ ability to identify target information efficiently. Participants reported
AR as the most demanding and distracting environment. These insights inform design implications for MR
adaptive systems, emphasizing the need for interfaces that dynamically respond to user cognitive load based
on physiological inputs.

CCS Concepts: • Human-centered computing→ Human computer interaction (HCI).
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ACM Reference Format:
Francesco Chiossi, Uwe Gruenefeld, Baosheng James Hou, Joshua Newn, Changkun Ou, Rulu Liao, Robin
Welsch, and Sven Mayer. 2024. Understanding the Impact of the Reality-Virtuality Continuum on Visual
Search Using Fixation-Related Potentials and Eye Tracking Features . Proc. ACM Hum.-Comput. Interact. 8,
MHCI, Article 281 (September 2024), 33 pages. https://doi.org/10.1145/3676528

1 Introduction
As Mixed Reality (MR) systems become more prevalent in our everyday lives, overlayed digital
informationwill increase the amount and variety of stimuli we perceive and process. Thus, additional
information also means more cluttered visual scenes in which task-relevant and task-irrelevant
information from both the physical and virtual worlds will populate our spaces. The quality of
interaction in such visually rich environments highly depends on how the user perceives, processes,
and understands visual information [5]. While MR environments present significant opportunities
for performing diverse tasks, we need to understand the cognitive and visual differences between
manifestations of the reality–virtuality continuum, such as Augmented Reality (AR), Augmented
Virtuality (AV), and Virtual Reality (VR). While there is early evidence that the manifestation of
the continuum affects how people gather information in these systems [148], we lack a complete
understanding of how the manifestations influence the users’ task performance.

This work focuses on a visual search task, which is an integral component of everyday real-world
activities, including learning, office work, and gaming. For visual search, users rely on visual cues
to quickly scan and identify relevant objects [18]. In MR, users can search for virtual objects,
but objects may be harder to locate depending on the manifestation. While both physical and
virtual background environments in current MR systems offer varying fidelity, thus remaining
distinguishable for users, future systems are expected to blur the lines between real and virtual
content, amplifying the task load on visual search. To understand how different MR manifestations
influence task load in a visual search task, we utilize Fixation-Related Potentials (FRPs) and Eye
Tracking (ET) as main measures. FRPs help us understand cognitive resource allocation under
varying complexities in MR, crucial for designing adaptive systems that can dynamically respond
to user cognitive load [55, 138]. ET patterns underlie visual search strategies, informing how users
interact with MR elements [135]. Such information is relevant for developing MR interfaces that
efficiently adapt to user needs in real-time, optimizing the user experience in increasingly complex
MR environments [99].
So far, several studies have investigated the impact of different factors on visual search perfor-

mance in VR, such as the distracting effect of perceptual load [117] and the effects of field-of-view
and eccentricity [65, 147]. In AR, most of the research has focused on visual guidance for visual
search, i.e., interacting layered interfaces designed in accordance with cueing and search principles
of attention theory [15] or employing an attention funnel technique as a 3D cursor to guide the
user’s attention [14]. However, Eyraud et al. [52] found that AR enhances the user’s ability to
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allocate their attention when task-relevant correctly, but it distracts and degrades their attention
allocation when the displayed content is task-irrelevant. Dixon et al. [43] demonstrated how dis-
traction due to AR assistance in medical surgery caused an inattentional blindness effect. This
implies that AR could be obtrusive and potentially introduce undesirable side effects, such as split
attention and increased visual complexity. Finally, research investigating the implications of AV in
visual search remains relatively limited [150].

In the following, we address the previously explained research gap by investigating visual search
along the Reality-Virtuality continuum, providing insights into the effects of the manifestation.
Therefore, we designed a within-subjects experiment with three differentManifestations: AR,
AV, and VR. Our research goal is to investigate how the processing of target information in visual
search tasks varies across the MR continuum under different task difficulty conditions. We adopt a
multimodal approach to achieve this, involving the collection of electroencephalographic (EEG)
and eye tracking data, along with behavioral and subjective responses. Specifically, our objectives
are threefold: firstly, we aim to discern how different MR manifestations, such as AR, AV, and VR,
affect user performance and subjective workload. Secondly, we focus on understanding cognitive
resource allocation in visual search tasks, indexed by FRP P3 [55]. Lastly, we assess the influence of
the MR continuum on visual search efficiency using eye tracking metrics such as fixations, saccades,
and pupil size. These metrics directly measure visual search efficiency and mental workload.

We found that FRP correlate of resource allocation (P3) [85, 87, 126] indexed an increased need for
attentional resources in AR. In line with this, our ET results showed that the visual search was more
scattered and cognitively demanding in AR than in VR and AV, as shown by fixation features and
pupil sizes. In addition, users reported increased perceived workload and distraction in AR compared
to VR and AV. Our findings carry implications for understanding the visual search behavior in
MR environments. This work contributes to physiological computing for MR by identifying how
specific physiological features show different patterns for search in MR experiences. We envision
that the physiological correlates identified can be employed as features for future MR interfaces,
ensuring that users can seamlessly navigate and effectively interact with digital information while
minimizing cognitive strain.

2 Related Work
This section provides an overview of how users perform visual searches in general and search
within concrete manifestations of the Reality-Virtuality continuum (e.g., AR and VR). Finally, we
review electrophysiological and eye tracking correlates of visual search efficiency that motivated
our dependent variables’ choice.

2.1 Human Capabilities and Strategies in Visual Search
Visual search is a complex cognitive process where attention is methodically directed toward
potential targets amidst various distractors. As highlighted by Wolfe and Horowitz [170], searching
involves deliberately directing attention towards objects that might be the sought target [170].
Posner [128] describe shifting of visual attention as a spatial orientation towards a new target [128],
which can be broken down into three distinct phases: disengagement from the current target, the
transition of attention between stimuli, and finally, focusing on the new target [129]. To explain
visual search, Treisman and Gelade’s Feature-Integration Theory (FIT) posits that it consists of two
stages: (1) a preattentive stage where basic features are processed simultaneously, and (2) a focused
attention stage where intricate feature combinations are serially identified [155]. Later, Wolfe et al.
[169] proposed a refinement with the Guided Search model, which also consists of two stages: (1) an
initial parallel phase (similar to Treisman and Gelade [155]), and (2) a guided stage where attention
is influenced by activation maps from the prior stage, making the search more efficient [169].
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Today, we know five factors are strongly relevant for visual search: salience, feature guidance,
scene structure, historical search patterns, and the relative value of targets and distractors [170].
Distractors have played a significant role in the study of visual search, as they are key elements
that influence the efficiency and accuracy of the search process. Distractors can capture attention,
leading to longer search times and increased error rates [23]. This phenomenon is particularly
evident in situations where distractors share similar features with the target object, i.e., increasing
perceptual load. However, salient distractors lead to shorter search times as it is less challenging to
distinguish between relevant and irrelevant stimuli [95]. Therefore, in our study, we investigate
low and high perceptual load by varying the number of distractors and using distractors similar to
the target to increase the difficulty of the search.

2.2 Visual Search Across Realities
Visual search spans both physical and digital realities, where digital realities take forms such
as Augmented Reality (AR), Augmented Virtuality (AV), and Virtual Reality (VR). Milgram and
Kishino’s taxonomy helps in understanding these various realities and how they interconnect [112].
Their concept, the reality-virtuality continuum, stretches from reality at one end to virtuality at
the other. All the elements that fall between these two extremes are categorized as Mixed Reality
(MR), including AR and AV. Although Milgram and Kishino originally described MR as a subset
of VR [112], suggesting AR falls under VR as well, contemporary research views them as either
distinct concepts or positions VR as a subset of MR [151]. In our research, we adopt the view that
VR is part of the MR spectrum, recognizing that physical elements still play a role in shaping the
virtual experience, following the classification by Skarbez et al. [148] and Auda et al. [4].

In the evolving field of visual search performance, various studies have emphasized specific
aspects within their investigated physical and digital realities. In HCI, researchers oftentimes
explore the effectiveness of different modalities, such as visual, auditory, or vibrotactile cues, in
guiding the user’s attention [17, 27]. Many of these studies focus on visual search within the human
field-of-view of 180 degrees horizontally [164]. Hence, we follow the same focus. Another emphasis
of previous work is to investigate specific manifestations. For example, researchers investigate
AR in realistic wide-area outdoor environments and its effects on human behavior, such as the
impact of varying lighting conditions and cognitive load on task performance [89]. These studies
employ different numbers of search targets, including both physical and virtual objects, and varying
methods for identifying and classifying them (Warden et al. [165] showed 48 objects to participants).
In some cases, the technology is tailored to create robust and efficient search functions without
needing detailed environmental models, utilizing optical markers and projections [22, 58]. Others
innovate by employing novel techniques like swarm motion to maintain immersion in VR, while
still guiding user attention [94].
Despite the diverse approaches, there is, to our knowledge, a significant lack of research that

systematically compares different realities, such as AR, AV, and VR, for visual search. Hence, in our
study, we will compare these realities as our primary conditions.

2.3 Fixation-Related Potentials in Visual Search
A shared goal in visual neuroscience and HCI is to understand how we perceive real-world and MR
scenarios [48, 133]. From this perspective, EEG is a crucial method to investigate the brain’s electro-
physiological responses during perceptual and cognitive processing. EEG’s high temporal resolution
and sensitivity to changes in perceptual and cognitive demands make it particularly suitable for
implicitly evaluating user interactions and UX [57, 102] in dynamic computing environments, such
as those in MR [39, 115]. Here, Fixation-related potentials (FRPs) are electrophysiological potentials
event-locked to the onset of eye fixations rather than the onset of stimuli, i.e., Event-Related
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Potentials [175]. FRPs offer a fine-grained temporal resolution, allowing for the analysis of atten-
tional load when we explore an environment and move our eyes to gather information in natural
viewing conditions, allowing for the examination of complex, ecological visual stimuli. Earlier FRP
components related to stimulus identification and perceptual features have been reported in fixed
gaze tasks in the time window between 150-300 ms [81, 130, 153].

Recent investigations have shown how late FRP components in target fixations in visual search
can be associated with well-established EEG cognitive resource allocation measures, such as the P3
component [90, 166]. Brouwer et al. [21] showed that FRPs event-locked to target fixations produced
a large late cognitive potential similar to the P3 component. Kaunitz et al. [87] extended this finding
to ecological settings in a free-viewing search paradigm. Finally, Wenzel et al. [166] showed how
EEG and eye tracking data can provide implicit information about the relevance of items on the
screen for potential use in online applications. While several studies have investigated the effects
of low-level visual features and target-non-target characteristics on FRP components, it is still
unclear if FRPs are affected by task demands. As different MR manifestations show inherent visual
complexity, blending, and information richness, fixation-related electrophysiological activity might
underlie different levels of task demands, affecting the amplitude of FRP components at later (P3)
processing stages. Ries et al. [138] confirmed this result in a dual-task, controlled desktop setting.
Here, we want to test whether findings on FRPs can likewise index and discriminate resource
allocation across the MR continuum.

2.4 Eye Tracking Correlates of Visual Search
Eye tracking is a non-invasive method widely used to measure visual search performance, offering
insights into cognitive processes and mental states [74, 105, 173]. Eye movements are a strong
visual attention indicator, making its measurement a preferred approach for analyzing the visual
search process and behavior across task complexities. During visual search, eye movements are
guided by cognitive processes that help efficiently locate the target [49]. Hence, researchers have
used eye tracking for measuring visual search behavior and efficiency, with a particular focus
on the spatiotemporal dynamics of search behavior across multiple trials [74]. Eye tracking data
are typically expressed as fixations (stable gaze points with brief pauses) and saccades (rapid eye
movements in between fixations) [105]. During a visual search, individuals alternate between
fixations and saccades, with the whole sequence termed ‘scanpath’. The nature of the task may
influence different outcomes [26]. For instance, shorter scan paths, with fewer fixations and shorter
saccades, indicate a focused and efficient search strategy.
Our overarching goal in this work is to leverage eye tracking metrics to evaluate perceptual

load during visual search across the MR continuum. We review metrics derived from fixation and
saccadic features, as well as pupil size, that have been applied to investigate information processing,
efficiency, and cognitive load related to visual search [91, 113, 124, 154]. In combination, these
metrics reveal patterns in visual search behavior and play a crucial role in building a comprehensive
understanding.

2.4.1 Fixation metrics. From fixations, the most commonly used eye tracking metrics for attention
allocation and cognitive processing are fixation duration and fixation count [20, 47, 162]. They
reflect the users’ ability to extract and process information [83, 127]. In visual search, fixation
duration provides insights into how long it takes to locate a target among distractors—effectively
signaling the cognitive effort required for target identification [20, 127]. Fixation count quantifies
the frequency of pauses at specific points of interest, revealing the distribution of attention across
different areas. In high perceptual load tasks, longer fixation durations and counts are expected,
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as users struggle to efficiently locate the target, while the opposite is anticipated under low load
conditions [2, 136].

2.4.2 Saccademetrics. We employ saccade frequency and saccade amplitude asmetrics to understand
the visual search patterns. Saccades are rapid eye movements that occur between two fixation
events and involve a shift of visual attention towards the target. Efficient visual search often
involves well-planned saccades that minimize the number of eye movements required to locate the
target [127]. In low perceptual load tasks, we anticipate a lower frequency of saccades [60] and a
smaller average saccade amplitude, which is the distance the eyes move during a single saccadic eye
movement [113]. Environmental factors can introduce bias in saccadic patterns, as recent analyses
demonstrated that distractor items with certain colors could strongly influence the guidance of
saccadic eye movements [127].

2.4.3 Pupil Size. Pupil size serves as an indicator of visual search efficiency [25, 120, 149], with
studies consistently demonstrating its association with task difficulty, a concept established by the
pioneering work of Hess and Polt [70]. Consequently, pupil size has been proposed as a near-real-
time metric for measuring cognitive load, effectively gauging mental effort during tasks [99, 101]. In
high perceptual load tasks, the mean and standard deviation of the pupil size increases in response
to the heightened visual processing [8, 20, 84, 116]. While more advanced pupil-based metrics
have been proposed to measure workload [45], it is crucial to acknowledge that environmental
factors, such as scene colors, brightness, and movement, can influence pupil size, complicating its
interpretation [80, 91, 118, 149].
The correlates between fixation, saccades, and pupil size metrics aid in understanding the

dynamics of visual search [173], informing how different MR manifestations impact visual search
efficiency and workload under different levels of task difficulty.

3 User Study on Visual Search in Mixed Reality
Our study investigates how users identify relevant information and suppress distracting ones across
different manifestations of the MR continuum under varying levels of task difficulty. To achieve this,
we choose a visual search task to evaluate resource allocation and cognitive load in MR settings as
it involves continuous use of attentional and perceptual resources, making them highly sensitive
to changes in cognitive demands. This task requires users to locate and identify objects among
distractors, a process that closely mimics everyday cognitive challenges encountered in diverse
MR settings such as cognitive training [42], information retrieval [13], and daily tasks (such as
finding items while cooking [38]). Despite the established research on visual search in controlled
settings [48] with known physiological correlates [74, 85], there is a lack of systematic evaluation
of how visual search behavior and its physiological indicators translate across MR manifestations.
Thus, to bridge this gap, we designed a study where participants perform a visual search task (as
modeled after Dey et al. [42]) across AR, AV, and VR scenarios using the validated MR toolkit
VRception [63]. To ensure the external validity of our results, we are not only focusing on the
continuum but also incorporating task difficulty in the form of perceptual load as a validation
control variable.

Drawing from previous work from visual search, we formulate the following research questions:
RQ1: Do different MR manifestations impact performance and perceived workload differently?
RQ2: How do cognitive resource allocation in a visual search task vary across the continuum, as

indexed by Fixation-Related P3?
RQ3: Does the MR continuum impact eye tracking correlates of visual search efficiency (fixations

and saccades), and workload (pupil size)?
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Fig. 2. Experiment Conditions. Participants performed a visual search task across the reality-virtuality contin-

uum (AR, AV, and VR) with two possible levels of perceptual load (low and high). The first row shows the

screen captures of the high PerceptualLoad conditions across the continuum, while the bottom row depicts

low PerceptualLoad conditions across the continuum.

We used a within-participants experimental design. The independent variables wereManifesta-
tion (three levels: AR/AV/VR) and PerceptualLoad (two levels: Low / High). To avoid learning
effects, we counterbalanced the order of conditions in a balanced Latin Williams square design with
six levels [160]. Therefore, independent variables were manipulated using a 3 × 2 experimental
design.

3.1 Mixed Reality Manifestation Conditions
Here, we describe the implementation of the tree levels of ourManifestation independent variable.
For a graphical depiction, we refer the reader to Figure 2.

AR condition. In the AR conditions, participants execute a visual search task in a real-life 360-
video scenario, like if they are asked to look for virtual objects on a shelf. Here, virtual objects
have typical AR features. Thus, they are see-through, while the surrounding physical environment
maintains the color of the pre-recorded video and transparency. To optimize the visibility of virtual
objects against real-world backgrounds, we employed a transparency level of T0.5 (alpha = 0.5)
for stimuli in the AR condition, following Hussain and Park [77]’s recommendations. We chose
to employ a pre-recorded 360-video of the empty ’real’ room in the background to control for
background luminance as variations in external environment luminance can lead to changes in
color perception in AR [73, 174]. Here, the background was maintained fully opaque mimicking a
real environment (alpha = 1.0).

AV condition. In the AV condition, participants perform the visual search task in an AV environ-
ment, where there are shared features elements from both AR and VR scenarios, i.e., the floor is
virtual, and parts of the closet are virtual and physical, see Figure 2. Virtual objects exhibit virtual
reality (VR) features, exhibiting an opaque appearance. On the other hand, the physical objects
within the environment retain color of the pre-recorded video blended with the VR scene. Our
approach to AV aims to be primarily virtual; however, parts of the physical reality are integrated
into the experience. We chose a ratio of real and virtual elements that mirrors the approach in AR,
where this ratio is flipped (c.f., AR and AV on the reality-virtuality continuum [112]). Consistent
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with prior studies on AV [e.g. 110, 139], we incorporated aspects of the actual room into our virtual
experience. We aimed to ensure a fair comparison, in which the ratio of real to virtual mirrors AR
without focusing too much on specific objects, as depicted in Figure 2. Here, we used a transparency
level of 0.5 for the background and 1.0 for the visual search stimuli.

VR condition. In the VR condition, participants carry out the visual search task in an immersive
3D rendering of the room used for the AR condition. The virtual objects and background exhibit
VR features in this environment, creating a fully opaque appearance by applying a transparency
level of 1.0.

3.1.1 Perceptual Load Conditions. Our PerceptualLoad manipulation consisted of 25 (Low) vs
40 (High) search display set, based on previous work that showed how set size yields inefficient
performances between 30 and 60 items [71, 76, 119, 145, 156]. Among distractors, we presented
a third of objects with the same color, a third with the same shape as the target, and a third that
did not share either color or shape features, i.e., 8 in the low PerceptualLoad and 13 in the high
PerceptualLoad conditions, respectively.

3.1.2 Dependent Variables. We collected a set of multimodal variables: (i) FRPs (P3b), (ii) eye
tracking features, (iii) behavioral accuracy, (iv) reaction times (RTs), as a proxy for task efficiency„
and to evaluate workload and usability, (v) subjective workload (NASA TLX). We additionally
collected three 7-point Likert-scale responses with a unipolar rating scheme [16, 98] (1 : Strongly
Disagree, 7 : Strongly Agree) on MR usability, i.e., on how the background was Distracting ("The
background distracted me strongly from the visual search task"), how the virtual objects were
Overwhelming (“I perceived the number of virtual objects as very overwhelming": Overwhelming)
and, finally how the background made the task more or less Difficult ( "The background made it
very difficult to distinguish the target object from other objects": Difficult).

3.2 Procedure
Upon the participants’ arrival, the experimenter provided them with details about the study’s
process and obtained written informed consent. Next, the experimenter set up the water-based
EEG recording. Then, participants wore the HTC Vive Pro Eye headset and completed a five-point
eye tracking calibration. The study began with a training phase, where participants familiarized
themselves with the Visual Search task in a Training block set in a neutral VR environment, i.e.,
Unity Default Skybox. Participants performed 20 Visual Search trials with a low PerceptualLoad
search display. To start the experimental phase, they should have reached at least 80% accuracy.
Otherwise, they repeated the training block. Finally, the experimental phase started with the first
Visual Search block, following a Latin Williams square design [160]. Each Visual Search block
followed the trial structure depicted in Figure 4 and encompassed 50 trials, as depicted in Figure 3.
After each block, participants filled in the NASA TLX questionnaire[66] and ad-hoc UX survey.
NASA-TLX and UX surveys were administered via the VR Questionnaires Toolkit [53]. On average,
the experiment lasted about one hour.

3.3 Task
Participants performed a visual search task across three different MR manifestations. Participants
were asked to select the target item with the VIVE controller trigger button among various dis-
tractors. Participants were instructed on the target features by presenting an image of the target
object in the middle of the user’s view. The sides (left-right) where the target object image was
presented were randomized across trials to avoid habituation effects in the eye tracking patterns. To
select an object, participants were instructed to visually explore the MR environment and use the
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Fig. 3. Experiment Procedure. The experiment encompassed seven different blocks. In the first block, partic-

ipants performed a training session until they reached an accuracy level of 80 % in the visual search task.

Finally, the experimental blocks started, manipulating Manifestation and PerceptualLoad using a Latin

Square randomization. Refer to Section 3.1 for a complete description of the experimental conditions.

1000 ms + variable 
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Fig. 4. Visual Search Trial Structure. The visual search trial was structured into three phases: Initially, partici-

pants were shown a fixation cross for a baseline duration of 1000 ms, followed by an additional, randomly

assigned jitter duration of either 250 ms, 750 ms, or 1250 ms. This meant the total fixation cross-presentation

varied between 1250 ms, 1750, and 2250 ms in each trial depending on variable jitter duration with no objects

in the background. Subsequently, participants had 5000 ms to identify the target among distractors, followed

by a 1000 ms interstimulus interval (ISI). Each condition involved 50 trials per participant.

controller’s ray cast to aim at the target object. Once the target object was identified and aligned
with the raycast, participants pressed the Vive controller’s trigger button. Participants hold only
one controller using their dominant hand. They were not instructed to return their arms to a neutral
position between trials during the visual search tasks. This setup allowed for a more naturalistic
interaction with the MR environments, as participants were free to move their arms without the
constraint of returning them to a starting position after each trial. They were required to respond
to the stimuli as fast and accurately as possible. Participants performed 50 trials per experimental
block.

3.4 Trial Structure
Our trial structure was inspired by the work of Forschack et al. [56], following a real-world visual
search task approach [29, 168]. The structure of the task, as depicted in Figure 4, was as follows:
(1) participants were asked to fixate the fixation cross (+) with a pseudorandom duration (1250,
1500, or 1750 ms) at the center of the camera rig; (2) participants performed the visual search
trial; (3) after selection, an inter-stimulus interval (ISI) of 1 second was presented with no cross or
objects presented to allow for neural and attentional reset and counteract fatigue effects [3, 172].
Participants had 5000 ms after visual search display onset to select the target among distractors.

3.4.1 Stimuli. The stimulus set consisted of five types of objects: a fixation cross (red) and four
possible target/distractor objects (cube, cylinder, pyramid, sphere). Colors were defined by the
following RGB values: red = (191, 24, 24); blue = (255, 255, 255); purple = (29, 119, 47), yellow = (255,
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255, 0), following recommendations from previous work to avoid the influence of complementary
color and environment background on the search task [19, 40]. As luminance can significantly
impact pupil size and act as a confounding variable [24], we controlled for luminance in the Unity
VR Editor, setting brightness at 0.7. We displayed the stimuli using a video see-through technique.
Here, we used a pre-recorded video to provide the same real-world experience for all participants
in the AR and AV conditions displayed via the same device. Moreover, to validate our approach, we
measured luminance across conditions. We measured the light levels inside the headset using a
lux meter sensor (LT300, Extech, USA). Using 20 measurements per condition, we found an AR
in the average lux was 44.4 (SD=.9), 43.3 (SD=1.0) lux in AV, and 44.1 (SD=.9) lux in VR. Those
values align with luminance guidelines (below 200 nits) based on eye tracking best practices to
avoid confounders for pupil size computation [24, 109].

Participants were placed at a 1.5-meter distance from the fixation cross, resulting 5.72×5.72×5.72
degrees visual angle in size. Regardless of the perceptual load condition (High vs. Low), we displayed
objects within the participant’s frustum, maintaining eccentricity stable (8◦), allowing for greater
ERPs component sensitivity and statistical power [121]. By displaying objects within the frustum,
they are positioned within the participant’s field of view, making them easily accessible and
visible without requiring extensive head or eye movements, minimizing EEG artifacts. Additionally,
presenting objects within the frustum aligns with users’ natural viewing behavior, enhancing the
study’s ecological validity and ensuring a more realistic representation of visual search behaviors
in everyday MR environments.

3.5 Apparatus and Data Recording
The MR Visual Search task was implemented in Unity (Version 2020.3.8 LTS). We presented the MR
manifestations using an HTC VIVE Eye Pro headset with a display resolution of 2880 × 1600 pixels
combined (Field of View: 110 ◦). For environment tracking, we use two HTC Vive lighthouses 2.0.
We acquired two physiological measurements: EEG signal using a LiveAmp amplifier connected via
Bluetooth (BrainProducts GmbH, Germany, 500 Hz) and eye tracking data via HTC Vive Pro Eye
headset (120 Hz). Physiological data were streamed within the Unity VR environment within the
Lab Streaming Layer (LSL) framework1 to the acquisition PC (Windows 10, Intel Core i7-11700K,
3.60 GHz, 16GB RAM). For recording the real-life 360-video used in the AR and AV conditions, we
used the Insta360 Pro with a resolution of 3840x1920 pixels (4K) with 120fps.

3.5.1 EEG Recording & Preprocessing. We acquired EEG data (sampling rate = 500 Hz) via LiveAmp
amplifier (Brain Products, Germany) from 32 water-based electrodes from the R-Net elastic cap
(Fp1, F3, F7, F9, FC5, FC1, C3, T7, CP5, CP1, Pz, P3, P7, P9, O1, Oz, O2, P10, P8, P4, CP2, CP6, T8, C4,
FC2, FC6, F10, F8, F4, Fp2, Fz). We kept impedance levels below ≤20 kΩ. We set the reference at FCz
during the recording, while FPz was used as ground. Electrodes were placed using the International
10-20 layout. For time synchronization with the MR environment, we employed the Lab Streaming
Layer Framework, while for preprocessing and analysis, we used the MNE-Python Toolbox [61].
We first automatically detected bad or outliers channels via random sample consensus (RANSAC)
method [11] of spherical splines for estimating scalp potential based on algorithms proposed by
Perrin et al. [123]. We then applied a notch filter (50 Hz) and band-passed the signal between
(1-30 Hz) to remove high and low-frequency noise. We then re-referenced to the common average
reference (CAR). We applied an Independent Component Analysis (ICA) for artifact detection
and correction with extended Infomax algorithm [96]. We automatized the labeling and rejection
process of ICA components via the MNE plugin ’ICLabel’ [78, 97, 125]. Epochs that showed blinks,
eye movement, muscle, or single-channel artifacts in any of the electrodes were rejected. Only
1https://github.com/labstreaminglayer/
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trials with a correct response and last fixation on the target were used; error trials or distractor
fixations were excluded from analyses.

3.5.2 FRP Analysis. For FRP analyses, we segmented continuous signals between 250 ms before
and 500 ms after the onset of each fixation. For the trials considered, no additional saccades were
present during this period. We chose this epoching based on previous FRP analyses and eye tracking
research showing that EEG activity can be measured before saccade onset [86] but also posterior to
the fixation onset [21]. Since the artifact of the previous saccade was restricted from 100 ms to 0
ms before the fixation onset, the baseline for each channel was defined between 250 ms and 100 ms
before the onset of the current fixation and subtracted. For FRP computation, we chose O1, O2,
and Oz electrodes based on previous work highlighting recruitment of occipital areas in visual
processing tasks involving depth and spatial perception [114].

3.5.3 Eye Tracking Recording & Preprocessing. We collected the head position and directional 3D
vectors from Unity. We recorded eye tracking (ET) data using the built-in eye tracker in the HTC
Vive Pro Eye headset (120 Hz) through the SRAnipal eye tracking SDK, giving us eye-directional
3D vectors relative to both the world and the head. To facilitate our analysis, we initially converted
the head directional 3D vector, eye-in-world directional 3D vector, and eye-in-head directional
3D vector into 2D Fick angles using the Fick-gimbal method [68]. This conversion involved two
rotations, one about the vertical axis and the other about the nested horizontal axis, effectively
characterizing the position of each vector. These resulting 2D Fick angles for eye and head directions
were the basis for our subsequent analyses. For analysis, we focused on the eye tracking data for
each trial until the participant selected the target. Unlike EEG, eye tracking is no longer relevant
after the target selection. Given the relatively short duration of our trials, averaging approximately
2.71 ± 1.01 seconds across all trials, we conducted our eye tracking analysis at the trial level rather
than examining individual behaviors within each trial.

3.5.4 Fixation-Saccade Analysis. We calculated fixation and saccades using pymovements [92], an
open-sourced Python package for analyzing eye tracking data. We chose pymovements’ imple-
mentation of the ID-T algorithm [141] with specific fixation thresholds set at a minimum fixation
duration of 83ms and a maximum dispersion of 1.8 degrees [9, 158]. This allowed us to calculate
the following fixation-based metrics: total fixation duration, average fixation duration, fixation
count, and the time from the start of the visual search trial to the last fixation within the trial. For
saccadic analysis, we employed pymovements’ implementation of the microsaccade algorithm [51].
This enabled us to calculate two key saccade metrics: saccade amplitude and saccade frequency.
Saccade amplitude was computed as the angular distance in degrees between the saccade onset
and offset, while saccade frequency was determined by dividing the number of saccades within a
trial by the trial duration.

3.5.5 Pupil Size Analysis. To compute the average pupil size for each trial [88, 118], we initiated the
process by removing the pupil baseline for each eye. This baseline was established as the mean pupil
size observed during the phase of the trial when the fixation cross was displayed. Subsequently, we
computed the mean of the normalized left and right pupil sizes and then calculated the mean and
standard deviation of the combined pupil size to facilitate our analysis at the trial level.

3.6 Participants
A sample of 24 participants voluntarily participated in the study recruited via institutional mailing
lists, social networks, and convenience sampling. The number of participants recruited for our
study aligns with recent investigations on the relationship between participants number and EEG
data reliability for relatively long tasks [159] and in line with previous work in HCI [42], visual
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search [56] and physiological computing domains [35, 132]. Three participants were excluded
due to inadequate EEG data quality, as identified by RANSAC, which revealed that over 50% of
electrodes for computing, FRPs (01, 02, Oz) were classified as "bad," compromising data reliability
due to a low SNR as described in Bigdely-Shamlo et al. [11]. This led to a total of 21 participants
(𝑀 = 25.57, 𝑆𝐷 = 2.64; 8 female, 13 male, none diverse). We surveyed participants’ familiarity with
AR, AV, and VR devices as in previous work [30]. All participants reported prior experience with
AR (𝑀 = 3.76, 𝑆𝐷 = 1.6), with AV (𝑀 = 2.45, 𝑆𝐷 = 1.07) and VR (𝑀 = 4.5, 𝑆𝐷 = 1.07) on a scale
from 1 (not at all familiar) to 7 ( extremely familiar). None of the participants reported a history
of neurological, psychological, or psychiatric symptoms. The study met the criteria for fast-track
conditions set by the local institutional ethics board, i.e., participants were not exposed to any risks
such as deception, excessive stress, or recording of sensitive information.

4 Results
In this section, we first present results on behavioral accuracy and reaction times, FRPs analysis on
average peak amplitude for P3, eye tracking features, and subjective scores on perceived workload
(NASA-TLX) and ad-hoc UX surveys. We employ a Generalized Linear Mixed Model (GLMM) to
investigate differences in the reaction time, FRPs, and eye tracking feature distributions. We report
the effect sizes as odds ratios for behavioral accuracy as a dichotomous variable, which reflect the
magnitude of effect for each predictor in the model [82]. For continuous variables (FRPs, reaction
times, eye tracking features), we employ the delta total (𝛿𝑡 ) as our effect size measure [69]. For
subjective scores, upon the normality, using the Shapiro-Wilk test, we use two-way ANOVAs
for parametric analysis and ART ANOVAs [167] for the non-parametric data. Furthermore, for
post-hoc comparisons, we use either t-test or ART-C test [50] to report our results. For the ANOVA
models, we computed effect sizes using Eta squared (𝜂2), and for ART ANOVAs, we first applied
the ART procedure and then calculated Eta squared on the ranked data. Lastly, we investigated
potential fatigue or learning effects due to the repeated measures structure of our experimental
design. Statistical analysis focused on identifying significant linear or non-linear trends in the data.
We specifically looked for increases in RT, visual search accuracy, and NASA-TLX scores, which
could indicate rising fatigue, or a decrease in these metrics, which might suggest learning effects.
We report these results in Section A.1 and make them openly available in Section 7.

4.1 Behavioral Data
4.1.1 Accuracy. Given its dichotomic nature, response accuracy at each trial was analyzed by
conducting a Generalized Linear Mixed Model (GLMM) with logit link function using the glmer
function from the lme4 library [7]. Behavioral responses and conditions were entered into the
model as fixed effects while a random intercept varying among participants was entered into the
model as random effects, leading to the formula: accuracy ∼ Manifestation * PerceptualLoad
+ (1|participant).

A linear mixed-effects analysis was conducted to assess the influence of Manifestation and
PerceptualLoad on the accuracy, including a random intercept for participants. Manifestation
levels AV and VR did not show significant differences from AR, with 𝑏 = .0092, 𝑡 (138) = 1.012,
𝑝 = .313, and 𝑏 = .005, 𝑡 (138) = .598, 𝑝 = .551, respectively. Low Perceptual Load significantly
differed from the difficult level (𝑏 = .0686, 𝑡 (138) = 9.276, 𝑝 < .001). These findings suggest
that while PerceptualLoad has a significant impact on accuracy, the modality of mixed reality
(Manifestation) did not exert a significant effect in the given conditions. Specifically, accuracy was
higher when the perceptual load was low than the high perceptual load condition. We observed the
following odds ratio: in AV, the odds ratio was 1.01, 95% CI [0.99, 1.03], suggesting that a one-unit
increase in AV is associated with a 1.1% increase in the odds of the outcome. Similarly, for VR, the
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Fig. 5. Boxplot of accuracy and reaction times. a) The figure presents accuracy, showing no significant

differences between AV and VR compared to AR, but a notable increase in low perceptual load conditions. b)

The figure shows reaction times, with significant reductions in AV and VR compared to AR, and markedly

faster in low perceptual load conditions.

odds ratio was approximately 1.00, 95% CI [.98, 1.02], indicating a marginal change in the odds
with a one-unit increase. Additionally, for Low Perceptual Load, the odds ratio was 1.07, 95% CI
[1.05, 1.09], showing a 7% increase in the odds of the outcome compared to the high perceptual
load condition.

4.1.2 Reaction Times. Raw RTs were analyzed using a Generalized Linear Mixed Model (GLMM)
using lme4 library [7]. Error trials were excluded from the analysis (formula: RTs ∼ Manifestation
* PerceptualLoad + (1|participant)). Overall, we computed 276.71 average amount of trials
(SD = 12.84) per participant. We chose this approach because, besides considering variability
across individuals, it allows us to control for many longitudinal effects during the task without
transforming the data [100]. First, there are the effects of learning and fatigue [6]. Second, the
response in a trial is usually heavily influenced by what happens in the preceding trial [93, 106, 168].
Sources of experimental noise are brought under statistical control using mixed-effects models.
A linear mixed-effects analysis was conducted to assess the influence of Manifestation and

PerceptualLoad on reaction time (RT), including a random intercept for participants. For the
Manifestation, both AV and VR levels exhibited significant reductions in reaction time compared
to the AR level: AV (𝑏 = −56.20,, 𝑡 = −2.400, 𝑝 = .017) and VR (𝑏 = −70.63, 𝑡 = −3.01, 𝑝 = .003).
Additionally, low PerceptualLoad led to a significant decrease in reaction time compared to the
difficult level (𝑏 = −259.70, 𝑡 = −13.55, 𝑝 < .001). These findings indicate that PerceptualLoad
andManifestation influence reaction time. Overall, participants reacted faster in the low Per-
ceptualLoad condition and responded more quickly in the AV and VR conditions than in AR.
The model’s 𝛿𝑡 indicated significant effects for AV (𝑏 = −.07, 95% CI [-.12, -.01]) and VR (𝑏 = −.08,
95% CI [-.14, -.03]). Moreover, PerceptualLoad in the ’Low’ condition showed a substantial effect
(𝑏 = −.31, 95% CI [-.35, -.26]), denoting its large role among the predictors.

4.2 EEG Data - Fixation Related P3
A linear mixed-effects analysis was utilized to test the impact of Manifestation and Perceptu-
alLoad on the P3 amplitude post-fixation onset (see Figure 6), integrating a random intercept
for individual participants (formula: P3Amplitude ∼ Manifestation * PerceptualLoad +
(1|participant)). The model held significant explanatory power with a conditional R2 of .44.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. MHCI, Article 281. Publication date: September 2024.



281:14 Francesco Chiossi et al.

0.2 0.0 0.2 0.4 0.6 0.8 1.0
Time (s)

3

2

1

0

1

2

Am
pl

itu
de

 (µ
V)

AR-Low PL
AR-High PL

AV-Low PL
AV-High PL

VR-Low PL
VR-High PL

Fig. 6. Grand Average event-locked to fixation onset. Data reflect the results obtained from parieto-occipital

ROI for each MR and PerceptualLoad condition. The plot suggests a pronounced MR Step influence on P3
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Within this model, the AV and VR levels of Manifestation significantly showed increased P3
amplitude, demonstrated by beta values of 2.88 (𝑡 = 2.59, 𝑝 = .011) and 3.20 (𝑡 = 2.88, 𝑝 = .005),
respectively. In contrast, the low PerceptualLoad yields a non-significant and minor negative
effect, with a beta of -.42 (𝑡 = −.46, 𝑝 = .645). These findings highlight the main effect of the
Manifestation on allocating attentional resources during visual search tasks, as reflected in
the P3 amplitude. Specifically, the AV and VR levels were associated with heightened attentional
engagement, potentially facilitating more efficient visual search processes compared to the AR level.
In contrast, the PerceptualLoad appeared to have a negligible impact on the resource allocation
in visual search. The model’s 𝛿𝑡 indicated significant effects for AV (𝑏 = .43, 95% CI [.10, .76]) and
VR (𝑏 = .48, 95% CI [.15, .81]). Moreover, Perceptual Load (Low) showed a smaller effect (𝑏 = −.06,
95% CI [-.33, .21]), though its role among the predictors was not as pronounced.

4.3 Eye Tracking Data
To compute the average pupil size for each trial [88, 118], we initiated the process by removing the
pupil baseline for each eye. This baseline was established as the mean pupil size observed during
the phase of the trial when the fixation cross was displayed. Subsequently, we computed the mean
of the normalized left and right pupil sizes and then calculated the mean and standard deviation of
the combined pupil size to facilitate our analysis at the trial level.
We used a general linear mixed-effects modeling to evaluate the effect of the independent

variables, i.e., Manifestation and PerceptualLoad on the set of eye tracking features (formula:
ET feature ∼ PerceptualLoad * Manifestation + (1|participant)). The analysis was
conducted using the REML method, and here, we highlight the significant findings on the fixed
effects and interactions. Overall, no significant interactions were detected.

4.3.1 Fixation Duration. Analysis revealed that the effect of Manifestation [AV] on fixation
duration was not statistically significant (beta = -.03, 95% CI [-.07, .01], 𝑡 (7191) = −1.35, 𝑝 = .179),
with an average fixation duration of 1.78 seconds (SD = .684) for Low and 2.06 seconds (SD = .777)
for High Perceptual load conditions. However, the effect of Manifestation [VR] was found to
be statistically significant and negative (beta = -.04, 95% CI [-.08, -2.24e-03], 𝑡 = −2.07, 𝑝 = .038),
where the average fixation durations were 1.77 seconds (SD = .66) for Low and 2.05 seconds (SD =
.775) for High Perceptual conditions. This suggests that the VR condition led to shorter fixation
durations than the AV condition. Additionally, the effect of low PerceptualLoad was statistically
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Fig. 7. Boxplot on selected eye tracking features. The left figure illustrates the Time to Last Fixation, showing

faster times in low perceptual load and a slight increase in the AV condition. The center figure presents the

Average Saccade Frequency, with minimal visual differences between conditions. The right figure depicts

Average Pupil Size, revealing a notable decrease from AR to VR, particularly under varying perceptual loads.

Error bars represent the standard deviation from the mean.

significant and negative (beta = -.28, 95% CI [-.31, -.25], 𝑡 = −17.51, 𝑝 < .001). This indicates that
lower perceptual load is associated with shorter fixation durations, as evidenced by the average
fixation durations of 1.77 seconds (SD = .660) for VR easy and 1.78 seconds (SD = .684) for AV easy
conditions, compared to 2.05 seconds (SD = .775) for VR difficult and 2.06 seconds (SD = .777) for AV
difficult conditions. In terms of standardized effect sizes, for the AR condition was .22, 95% CI [.06,
.38], serving as the baseline for comparison. The 𝛿𝑡 for AV was -.04, 95% CI [-.09, .02], indicating a
slightly shorter fixation duration compared to AR. For VR, the 𝛿𝑡 was more pronounced at -.05, 95%
CI [-011, .00], suggesting a greater reduction in fixation duration relative to AR. The effect of low
PerceptualLoad was the most substantial (𝛿𝑡 = -.37, 95% CI [-.42, -.33]), indicating a significant
decrease in fixation duration compared to the high perceptual load.

4.3.2 Time to Last Fixation (T2LF). Results showed that bothManifestation and PerceptualLoad
significantly influence T2LF. Manifestation effect was significant and negative, with AV and
VR conditions showing a shorter time to last fixation, reducing the response by -.057 (SE = .027),
𝑡 = −2.114, 𝑝 = .035, and -.072 units (SE = .027), 𝑡 = −2.643, 𝑝 = .008, respectively, compared
to the AR condition. Regarding PerceptualLoad, the Low PerceptualLoad showed a negative
significant effect, significantly decreased by -.385 units (SE = .022), 𝑡 = −17.394, 𝑝 < .001. The
standardized effect sizes further elucidate the impact of each variable. Here, the 𝛿𝑡 for AV was -.05,
95% CI [-.12, .02], indicating a modest but not statistically significant reduction in T2LF compared
to AR. For VR, the 𝛿𝑡 was -.08, 95% CI [-.16, -.01], suggesting a more pronounced and statistically
significant reduction in T2LF compared to AR. The effect of Low PerceptualLoad was the most
substantial, with a 𝛿𝑡 of -.38, 95% CI [-.46, -.31], highlighting its strong negative influence on T2LF.
This suggests that conditions with lower perceptual load significantly shorten the time to last
fixation.

4.3.3 Fixation Count. In the fixed effects analysis for Manifestation factor, both the AV and VR
levels induced a non-significant negative effect on Fixation Count, decreasing it by -.17 units (SE =
.123), 𝑡 = −1.41, 𝑝 = .158 and -.15 units (SE = .123), 𝑡 = −1.24, 𝑝 = .214, respectively. Furthermore,
the low level of PerceptualLoad emerged with a significant negative impact on Fixation Count,
reducing it by -1.87 units in comparison to the ‘difficult’ level (SE = .1), 𝑡 = −18.68, 𝑝 < .001.
Regarding standardized effect sizes, the AR condition was at .23, 95% CI [.10, .36], serving as the
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baseline for comparison. The 𝛿𝑡 for AV was -.04, 95% CI [-.09, .01], and for VR it was -.03, 95% CI
[-.09, .02], indicating slight but non-significant decreases in Fixation Count compared to AR. The 𝛿𝑡
for low PerceptualLoad was notably more substantial at -.41, 95% CI [-.45, -.37], demonstrating a
significant reduction in Fixation Count compared to the high perceptual load.

4.3.4 Saccade Frequency. For Manifestation, both the AV and VR levels did not show any
significant positive effects on Saccade Frequency, increasing it by .01 units (SE = .017), 𝑡 = .79,
𝑝 = .432 and .0044 units (SE = .017), 𝑡 = .26, 𝑝 = .798, respectively. In contrast, the PerceptualLoad
factor demonstrated a significant and negative influence when the PerceptualLoad was low,
decreasing Saccade Frequency by -.094 units compared to the high PerceptualLoad level (SE
= .014), 𝑡 = −6.70, 𝑝 < .001. This significant negative effect indicates that participants tend to
have fewer saccades when tasks are less perceptually demanding, potentially reflecting a reduced
workload in these conditions. Regarding the standardized effect sizes: the AR condition, was at
.06, 95% CI [-.13, .25]. The 𝛿𝑡 for AV was .02, 95% CI [-.03, .07], and for VR it was approximately
.0066, 95% CI [-.04, .06], both showing non-significant changes in Saccade Frequency compared to
AR. Conversely, the 𝛿𝑡 for low PerceptualLoad was -.14, 95% CI [-.18, -.10], marking a significant
decrease in Saccade Frequency compared to the high perceptual load, thus aligning with the
observation of fewer saccades in less demanding conditions.

4.3.5 Saccade Amplitude. When testingManifestation factor fixed effects, the AV level presented
a non-significant negative influence on saccade amplitude, reducing it by -.16 units (SE = .094),
𝑡 (7188) = −1.69, 𝑝 = .090. In the same direction, VR level was non-significant, 𝑡 = −.06, 𝑝 = .951.
PerceptualLoad factor was significant and positive when the level was Low, increasing saccade
amplitude by .82 units compared to the ’difficult’ level (SE = .077), 𝑡 (7188) = 10.77, 𝑝 < .001. This
substantial positive effect suggests that participants have larger saccade amplitudes when the tasks
are easier, which might indicate a broader or more relaxed visual exploration strategy under lower
PerceptualLoad conditions. When investigating the standardized effect sizes, AR condition was
at -.10, 95% CI [-.25, .04]. The 𝛿𝑡 for AV was -.05, 95% CI [-.10, .01], and for VR it was approximately
-.0017, 95% CI [-.05, .05], both showing minimal changes in saccade amplitude compared to AR.
However, the 𝛿𝑡 for low PerceptualLoad was .24, 95% CI [.19, .28], demonstrating a significant
increase in saccade amplitude under less demanding conditions.

4.3.6 Average Pupil Size. For Manifestation, both AV and VR levels significantly reduced mean
pupil size. The AV level led to a decrease of -.01 units, 𝑡 (7191) = −2.57, 𝑝 = .010, while the
more pronounced VR level decreased it by -.08 units, 𝑡 (7191) = −15.64, 𝑝 < .001. These findings
suggest varying workloads or visual engagements across the MR continuum. In contrast, the Low
PerceptualLoad did not significantly affect mean pupil size, with a change of .002 units, 𝑡 = .44,
𝑝 = .661. We computed the standardized effect sizes, and we found that for AR condition, it was
.16, 95% CI [.02, .29], indicating the baseline mean pupil size. The 𝛿𝑡 for AV was -.07, 95% CI [-.12,
-.02], showing a moderate reduction in pupil size compared to AR. However, the effect was more
substantial for VR, with a 𝛿𝑡 of -.42, 95% CI [-.47, -.37], indicating a significant decrease in pupil
size. Meanwhile, the effect of low PerceptualLoad on pupil size was negligible (𝛿𝑡 = .0096, 95% CI
[-.03, .05]), reinforcing the finding of its non-significant impact on mean pupil size.

4.4 Subjective Data
We analyzed perceived workload reports via the NASA-TLX questionnaire [67] via either two-way
ANOVAs or ART ANOVAs [167] depending on normality testing. We additionally collected three
7-point Likert-scale responses on UX, related to how Distracting was the background, how the
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number of objects was Overwhelming, and lastly, how much the background impacted the task
difficulty, i.e., Difficult.

4.4.1 Perceived Workload. The raw NASA TLX scores deviated from normality as per Shapiro-
Wilk normality testing 𝑊 = .972, 𝑝 < .001. An ART ANOVA was conducted and showed a
significant main effect of Manifestation on perceived workload, 𝐹 (2, 100) = 10.273, 𝑝 < .0001.
This suggests that the Manifestation differentially impacts perceived workload. The main effect
of PerceptualLoad was also significant, 𝐹 (1, 100) = 76.179, 𝑝 < .0001, indicating that workload
perception varies significantly between high and low PerceptualLoad. Additionally, there was a
significant interaction between Manifestation and PerceptualLoad, 𝐹 (2, 100) = 5.517, 𝑝 < .001,
suggesting that the effect of interaction modality on perceived workload is not consistent across
different levels of PerceptualLoad. Post hoc contrasts for Manifestation revealed a significant
difference in perceived workload between AR and AV, 𝑡 (100) = 3.45, 𝑝 < .01, with an increased
workload for AR condition. In the same direction, we found a significant difference between
AR and VR, 𝑡 (100) = 4.278, 𝑝 < .001. The comparison between AV and VR did not show any
significance𝑡 (100) = .841, 𝑝 > .05. Regarding PerceptualLoad, there was a significant difference
in perceived workload between the high and low PerceptualLoad conditions, with the first
showing increased workload, 𝑡 (100) = 8.728, 𝑝 < .0001. We then compute the effect size as
partial eta squared to elucidate the impact of each factor. For Manifestation, the effect size
was substantial (𝜂2partial = .17, indicating that this factor accounted for approximately 17% of the
variance in perceived workload. The effect size for PerceptualLoad was even more pronounced
(𝜂2partial = .43, explaining about 43% of the variance and underscoring its significant impact on
workload perception. Additionally, the interaction between Manifestation and PerceptualLoad
had an effect size 𝜂2partial = .10, suggesting a meaningful but less pronounced impact compared to
the main effects.

4.4.2 User Experience.

Distracting. Participants’ ratings on the 7-point Likert scale item “The background made it very
difficult to distinguish the target object from other objects” deviated from normality as indicated by the
Shapiro-Wilk normality test,𝑊 = .845, 𝑝 < .001. ARTANOVA detected a series of significant results.
We found a significant main effect of Manifestation on participants’ ratings, 𝐹 (2, 100) = 39.669,
𝑝 < .001. The main effect of PerceptualLoad was also significant, 𝐹 (1, 100) = 36.148, 𝑝 <

.001. Finally, there was a significant interaction betweenManifestation and PerceptualLoad,
𝐹 (2, 100) = 5.24, 𝑝 < .001. Post hoc contrasts for Manifestation demonstrated a significant
difference between AR and AV 𝑡 (100) = 4.546, 𝑝 < .001. There was also a significant difference
between AR and VR, with the same direction 𝑡 (100) = 8.857, 𝑝 < .001. Lastly, comparing AV and
VR again yielded a significant difference 𝑡 (100) = 3.617, 𝑝 = .0002. Regarding PerceptualLoad,
participants rated the difficulty in distinguishing the target object as significantly higher in the high
PerceptualLoad condition than in the Low condition, 𝑡 (100) = 6.012, 𝑝 < .001. The effect sizes
analysis revealed the substantial impact of each factor. The partial Eta squared for Manifestation
was .44, suggesting that this factor accounted for approximately 44% of the variance in the ratings,
indicating a very strong effect. The effect size for PerceptualLoad was .27, explaining about
27% of the variance, denoting a significant influence on how participants perceived distractions.
Additionally, the interaction between Manifestation and PerceptualLoad had an effect size of
.31, highlighting a considerable combined impact of these factors on participants’ perception of
distractions.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. MHCI, Article 281. Publication date: September 2024.



281:18 Francesco Chiossi et al.

Difficult Distracting Overwhelming Raw NASA−TLX

Low PL High PL Low PL High PL Low PL High PL Low PL High PL

1

2

3

4

5

6

7

1

2

3

4

5

6

7

1

2

3

4

5

6

7

1

2

3

4

5

6

7

 

D
iff

ic
ul

t

Manifestation AR AV VR

Fig. 8. Subjective Data. Line plots for Raw NASA-TLX, UX Difficult, UX Distracting, UX Overwhelming 7-point

Likert scales (normalized to 7-points only for graphical illustration). Here, we found the main effects of

Manifestation and PerceptualLoad across all subjective measures. Error bars are displayed as standard

error from the mean.

Overwhelming. Participants’ ratings on the number of items perceived as overwhelming de-
viated from normality according to Shapiro-Wilk𝑊 = .853, 𝑝 < .001. An ART ANOVA was
performed to analyze the aligned rank-transformed data. There was a significant main effect of
Manifestation on the difficulty ratings, 𝐹 (2, 100) = 17.752, 𝑝 < .001. Post hoc contrasts revealed
that participants in the AR condition rated it significantly harder to distinguish the target object
than those in the AV condition 𝑡 (100) = 3.829, 𝑝 < .001. Similarly, the AR condition was rated
as significantly more difficult than the VR condition 𝑡 (100) = 5.868, 𝑝 < .001. The AV and VR
conditions did not differ, with participants reporting being subjectively overwhelmed similarly
𝑡 (100) = 2.038, 𝑝 = .13. This suggests that the type of Mixed Reality (MR) step influenced partici-
pants’ perception of difficulty, with the AR environment being perceived as the most challenging.
The effect of PerceptualLoad was also significant, 𝐹 (1, 100) = 52.14, 𝑝 < .001. Participants rated
the task as significantly more challenging in the high PerceptualLoad condition than in the
low PerceptualLoad condition, with an estimated difference of 33, 𝑡 (100) = 7.22, 𝑝 < .001. This
indicates that irrespective of the MR step, tasks with a high PerceptualLoad were perceived as
inherently more difficult. Furthermore, there was a significant interaction betweenManifestation
and PerceptualLoad, 𝐹 (2, 100) = 3.919, 𝑝 < .05. The partial Eta squared for Manifestation
was .26, indicating that approximately 26% of the variance in difficulty ratings can be attributed
to the Manifestation factor, suggesting a strong influence. The effect size for PerceptualLoad
was even more significant at .34, accounting for about 34% of the variance and highlighting its
considerable impact on perceived task challenge. The interaction effect between Manifestation
and PerceptualLoad had an effect size of .07, denoting a smaller but still noteworthy combined
influence of these factors on participants’ perception of being overwhelmed.

Difficult. Scores on the perceived difficulty item due to the MR background deviated from
normality as determined by the Shapiro-Wilk normality test,𝑊 = .820, 𝑝 < .001. An ART ANOVA
first detects a main effect of Manifestation on the difficulty ratings, 𝐹 (2, 100) = 30.621, 𝑝 < .001.
Post hoc comparisons elucidated that participants perceived the AR condition as significantly
more difficult than the AV condition, 𝑡 (100) = 5.547, 𝑝 < .001. Similarly, distinguishing the target
object in the AR environment was deemed significantly more challenging than in the VR envi-
ronment 𝑡 (100) = 7.554, 𝑝 < .001. The AV and VR conditions showed no perceptible differences
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𝑡 (100) = 2.006, 𝑝 = .14. This suggests that the choice of MR step distinctively influenced partic-
ipants’ perceptions, with the AR modality consistently emerging as the most taxing. Regarding
PerceptualLoad, there was a clear distinction between the high and low PerceptualLoad condi-
tions. Participants perceived the high PerceptualLoad tasks as considerably more challenging
than their low PerceptualLoad counterparts 𝑡 (100) = 7.366, 𝑝 < .001. This shows the influence
of task complexity on participants’ perceptions, independent of the MR environment. Lastly, the
interaction between Manifestation and PerceptualLoad was significant, 𝐹 (2, 100) = 19.248,
𝑝 < .001. This interaction implies that the effects of MR step on perceived difficulty were not
uniform but contingent upon the task’s inherent PerceptualLoad.

The partial Eta squared for Manifestation was .38, indicating that Manifestation accounted
for approximately 38% of the variance in perceived difficulty, marking a substantial effect. The
effect size for PerceptualLoad was .35, explaining about 35% of the variance and highlighting
its significant role in shaping difficulty perceptions. Additionally, the interaction effect between
Manifestation and PerceptualLoad had an effect size of .28, demonstrating a combined influence
on participants’ perceptions of difficulty.

5 Discussion
In this work, we evaluated the impact of differentMRmanifestations and task difficulty on behavioral
and physiological correlates of visual search efficiency, resource allocation, and perceived workload.

5.1 Summary of Results
In our study investigating the effects of different MR environments on visual search tasks, we
observed notable differences in cognitive load and visual search efficiency across AR, AV and VR.
The behavioral data analysis revealed that perceptual load significantly impacts search accuracy and
reaction times, with lower perceptual loads leading to higher accuracy and faster responses. Notably,
participants in the AV and VR environments demonstrated quicker reaction times than those in
the AR setting, suggesting that these environments may facilitate faster cognitive processing. FRP
analysis highlighted increased P3 amplitudes in AV and VR compared to AR. This suggests a greater
demand for cognitive resources in AR when contrasted with AV and VR, potentially contributing to
the more efficient processing observed in these environments. Eye tracking metrics supported these
findings, showing shorter fixation durations and quicker times to last fixation in VR, which suggest
a more efficient visual search process. Furthermore, the average pupil size was smaller in VR,
indicating lower cognitive load due to decreased visual complexity than AR. Further, participants
reported finding the AR environment more demanding and distracting, consistent with the objective
measures of increased cognitive load. These results show how AV and VR environments might
require less cognitive resources in visual search tasks, compared to AR.

5.2 Impact of Manifestation on User Performance
With our first research question (RQ1), we wanted to investigate whether our independent variable
Manifestation affects users’ performance in a visual search task. In particular, we were interested
in objective performance measures, such as accuracy and reaction times, as well as subjective
measures, such as perceived workload and individual task perception. While we did not find any
differences in accuracy, we found that participants responded faster in the AV and VR conditions
than in AR. Given the short duration of our search task (5s), drops in accuracy can mostly be
attributed to misses rather than false positives. Thus, it is likely that we introduced a ceiling
effect, and longer task durations would show differences in accuracy as well. Nonetheless, our
findings of significantly different reaction times are consistently supported by our subjective
measures (perceived workload and individual task perception), which depicted how challenging
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and demanding the AR condition was compared to the others. Participants expressed that they
found the background more distracting and the overall task relatively more overwhelming in the AR
environment. Compared to previous studies that explored concrete manifestations individually (e.g.,
in VR [42], in AR [111], or even outside of MR [137]), our work can address the gap of comparing
user performance between manifestations.
Given the decreased performance of the AR condition, applying search-related AR applica-

tions may be problematic, particularly in safety-critical domains such as healthcare, aviation, or
emergency response [72, 79], where a slightly delayed response can have serious consequences.
Validating our experimental design, a low perceptual load resulted in higher accuracy rates and
shorter reaction times than did a high perceptual load. Considering this, designers may need to
strike a delicate balance in MR applications so that augmentation enhances the user’s performance
without overwhelming their cognitive capacities [44]. However, we do not advocate for the ex-
clusion of AR in general. AR has specific use cases where physical aspects of the environment
cannot be occluded, making it indispensable [12]. For scenarios where blending more virtuality
in AR is not feasible, the trade-off should prioritize user safety while maintaining the necessary
visibility and awareness of the real world. In remote or less critical scenarios, enhancing the virtual
components to shift towards a more AV environment might be beneficial [110]. The decision to use
AR or AV depends significantly on the context and requirements of the task, ensuring that while
we aim to minimize potential distractions and cognitive overload, we do not remove the essential
elements that AR brings to user interactions in the real world.

5.3 Cognitive Resource Allocation per Manifestation
To reiterate RQ2, we were interested in resource allocations across the different manifestations.
In FRPs, we found increased P3 amplitude, indicating enhanced attentional and more efficient
visual search processes in both the AV and VR conditions compared to AR. First, we confirm that
FRPs are elicited across MR manifestations. FRPs are grounded in natural scanning behaviors,
specifically the act of fixating on relevant information, a phenomenon central to visual search tasks
and routinely manifested in everyday settings. Second, we show that the environmental visual
feature of MR manifestations influences task demands and can affect electrophysiological correlates
of resource allocation in visual tasks. Previous ERP studies have shown late (P3) visual ERPs during
high auditory working memory load compared to low auditory working memory load [131] or
when users are asked to ignore distracting auditory stimuli [59].

This aligns with insights from Seijdel et al. [142], which highlight the critical role of recurrent
processing in navigating complex visual environments. Their work demonstrated that increased
background complexity leads to more recurrent processing, which is crucial for object segregation
and recognition. This is particularly relevant for the AR environment in our study, characterized
by its richer textures and variable visual noise compared to the more controlled VR settings. Their
findings indicate that as background complexity increases, so does the reliance on deeper, more
recurrent neural processing. ERPs peaks can be delayed and diminished when participants are
engaged in tasks within more complex backgrounds [62, 134]. These ERPs alterations suggest that
the brain’s capacity to process information efficiently is taxed more in complex settings, leading
to potential delays in cognitive processing and increased cognitive load. This could explain the
distinct cognitive demands and performance differentials we observed in the AR environment,
reinforcing the need to consider visual complexity in designing MR systems that aim to support
optimal allocation of attentional resources [33, 34, 101].

Moreover, our results replicate previous work from Ries et al. [138], demonstrating how fixation-
related P3 can discriminate task demands, extending them toMR, particularly in its ARmanifestation.
This reinforces the notion that perceptual load and manifestation types significantly influence
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cognitive resource allocation in MR environments, as evidenced by the elicited FRPs. Moreover,
this outcome is more relevant as it presents a novel contribution by being the first to elucidate
FRPs across different MR environments. This result is particularly significant as FRPs are ecological
ERPs, offering practical insights into real-world cognitive processing. This finding has significant
implications for the design of MR systems, suggesting that optimizing attentional resources should
be a key consideration across the MR continuum. For example, in environments where FRPs indicate
a higher need for cognitive resources, designers might seek to reduce complexity or introduce
features to aid information processing. These features could include directional cues, shifting the
user’s attention [64], or contextual highlighting and filtering, limiting the visual complexity [31].

5.4 Eye Tracking Correlates of Visual Search Efficiency
To approach RQ3, we considered the evidence of the impact of the manifestation on our eye
tracking correlates of visual search efficiency. Drawing on foundational studies in visual search,
such as those by Duncan and Humphreys [46], we know that stimulus similarity can influence
search efficiency. Their work suggests that as target and distractor similarity increases, the search
becomes more difficult. Thus, one would assume that searching for virtual objects in AV is easier
than searching for them in VR because of the increased perceptual consistency, which could slow
the search process [28, 140, 146]. However, VR fostered more efficient visual processing than AV,
mainly evidenced by shorter fixation durations. Such differences might suggest that transparency
and see-through objects in AR and AV elevate the attentional load, possibly due to their decreased
visual salience [170]. Further integrating the Guided Search theory, it’s plausible that the VR and
AV modes streamlined the preattentive processing stages, guiding attention more effectively than
in the AR mode. Regarding pupil size, in contrast to the abundant literature that often associates
higher perceptual load with increased pupil dilation [20, 116], we observed no significant changes
across the MR continuum. This could suggest a ceiling effect, wherein the perceptual load across
conditions was high enough to maintain a consistent pupil size. However, even if pupil size did
not differ between PerceptualLoad load levels, the Low condition was associated with faster
visual processing. This was evidenced by shorter fixation durations and shorter times to the last
fixation, potentially reflecting reduced workload and enhanced search efficiency. This trend of
reduced cognitive demand with lower perceptual loads was further manifested in the fixation count
and saccade frequency metrics, where participants exhibited fewer fixations and saccades, possibly
because they adopted a more relaxed visual exploration strategy.

5.5 Implications for Adaptive Systems
Taking it one step further, EEG data not only holds the potential to study the electrophysiological
correlates of attention but can also be used for adaptive systems [101, 115? ]. FRPs have recently
been employed as a feature to differentiate between relevant and non-relevant information in
single-trial classification [144, 166]. Most current BCIs rely on stimulus-evoked signals for target
identification, typically within the confines of fixed-location stimulus displays [115, 163]. In contrast,
Finke et al. [55] demonstrated the potential of BCIs based on FRPs, which offer a more flexible
approach. FRP-based BCIs are not constrained by stimulus-dependent tasks, allowing them to
operate effectively in more complex and dynamic environments. Drawing from our results, the
variation in FRP amplitude across MR manifestations indicates that users’ resources and processing
efficiency differ between AR, AV, and VR environments. This outcome could guide the development
of adaptive interfaces by providing cues to the system on which objects in a scene are relevant
to the user, allowing for modulating content or background virtuality according to the detected
resource capacity.
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Building on this, the overarching goal is to develop transitional interfaces capable of seamlessly
switching between different points on the MR continuum [4, 161]. Previous transitional interfaces
found applications for visual analytics [75], collaborative learning, and manipulation tasks [139],
yet their application in MR visual search represents a novel direction. Here, we envision interfaces
that could dynamically switch across AR, AV, and VR by utilizing FRP amplitude variations adapting
demands, task features, and environment. Here, we argue that these aspects equally influence UX
in MR interactions.

However, it is important to acknowledge that BCIs in MR systems can face specific challenges. A
key consideration is that users might not wear MR headsets for prolonged sessions due to their
still-to-be-improved usability and ergonomics [41, 110]. Moreover, the ongoing endeavor to embed
EEG headsets in VR and AR largely depends on dry setups [10], with unclear outcomes on signal
quality and its impact on high-accuracy classification [10], even though high-density dry setups
appear promising for application and performance [54].

5.6 Limitations and Future Work
In our research, we mainly investigated the effects of the general MR environment. While our
study is insightful into cognitive load and visual search within MR environments, the specificity
of visual search tasks—which primarily involve identifying and locating visual targets—may not
directly translate to other cognitive functions that involve different types of processing. For instance,
perceptual decision-making [108] involves complex evaluations and choices amongmultiple options,
which might be affected differently by the cognitive load induced by MR technologies. Similarly,
divided attention tasks [1, 143], which require managing multiple stimuli simultaneously, could
interact with MR in ways not observed in single-focus visual search tasks. Furthermore, multiple
object tracking [122], involving continuousmonitoring andmemory engagement for several moving
objects, presents dynamic challenges that MR might influence distinctively compared to the static
or less complex demands of visual search. These cognitive tasks each involve differential selection
processes that could respond toMR environments in ways not fully captured by our current findings,
underscoring the need for future research to explore these varied interactions comprehensively.
MR encompasses a continuum of environments with varying levels of virtuality, ranging from
single virtual objects to fully immersive backgrounds. Future work should explore these different
manifestations, investigating how varying degrees of virtuality within each manifestation influence
user perception and interaction.
Moving forward and examining MR interactions at a finer level, we propose investigating the

dual nature of targets and distractors encompassing virtual and physical objects. Previous work
has shown that real-world objects evoke more sustained, stronger ERP responses than 2D images,
but it is unclear if this also applies to virtual objects or FRPs [107, 114]. Moreover, our study’s
representation of the MR manifestations world was relatively simplistic, predominantly involving
virtual stimuli. Even if our stimuli allowed for a more controlled setting, future work should aim for
a more realistic simulation by incorporating visual clutter, whether it be virtual or physical [36, 110].
Previous work has shown that real-world objects evoke more sustained, stronger ERP responses
than 2D images, but it is unclear if this also applies to virtual objects or FRPs [107, 114].
To ensure reliable and robust eye tracking results, we controlled that presented stimuli had

consistent luminances and transparency. However, to design an adaptive system, we propose
investigating varying luminance levels, specifically in AR, to evaluate the effect on pupil size
and if such results can be applied in more ecological contexts. To broaden our understanding of
attentional processes within MR environments, future studies should incorporate the analysis of
the N2 component, particularly by designing experiments that include both target-present and
target-absent conditions [103, 104]. This approach would enable us to explore the N2 component’s
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role in attentional engagement and disengagement and understand if users differentially locate
virtual and physical target information in MR. Such studies could employ varied background
complexities and types of stimuli (physical/virtual) to delineate how the presence or absence of
targets affects cognitive load and attention allocation.

Regarding transparency, we chose a video-see-through approach to avoid potential confounders
associated with room luminance that are more prevalent in optical see-throughMR systems. Instead,
in optical see-through AR, the light from virtual surfaces is a blend of display-emitted light and
environmental light, leading to semitransparent appearances distinct from real-world objects. This
difference can influence the saliency of the virtual content [37] and be associated with increased
temporal uncertainty in FRPs which may impact the accuracy of attention decoding in MR [157].
Moving forward, future research in optical see-through MR could explore how changes in ambient
lighting affect the perception of transparency in virtual objects as compared to video see-through.
This might involve studying how varying levels of environmental illumination influence the saliency
of virtual content and how users adapt their visual attention in response to these changes. Such
investigations could inform the development of adaptive optical see-through MR systems that
adjust the rendering of virtual objects to optimize their visibility and coherence with the real-world
environment. We found a difference between the main effect on accuracy and the effects of MR
Manifestation and PerceptualLoad, which we interpret as a possible change in the visual search
strategy. To verify, we propose investigating the performance trade-off via cognitive modeling
using the Drift Diffusion Model (DDM) [152]. DDM enables simultaneous analysis of accuracy and
reaction times to extract parameters that underlie performance trade-offs. Thus, it already applies
to visual search [171] and HCI [32].

6 Conclusion
We presented a systematic investigation of how users detect target information across the reality-
virtuality continuum in a visual search task. We applied a multimodal evaluation using behavioral,
subjective, and physiological (EEG and eye tracking) measures underlying workload, resource
allocation, and visual search efficiency. Our results confirm previous findings and extend them
toward the MR continuum, showing how, regardless of the perceptual load of the scene, AR
environments posed increased attentional demands on users, as shown by diminished P3 amplitude
and eye tracking features. This claim is corroborated by perceived workload, perceived distractibility,
and difficulty in the visual search task. Identifying distinct physiological patterns across the reality-
–virtuality continuum opens the field to designingMR systems grounded in physiological computing.
Our results inform the design of future adaptive interfaces that employ users’ physiological signals
as input for effective interaction in MR systems.

7 Open Science
We encourage readers to reproduce and extend our results. Our collected dataset, MR scenarios, 3D
models, and analysis scripts are open-sourced and available at this link: https://osf.io/fncj4/.
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A Appendix
A.1 Order Effect Results
In examining potential fatigue or learning effects, we tested changes in RTs, accuracy, and NASA-
TLX scores over the course of the experiment, which included a substantial 300 trials across six
experimental conditions. Given the prolonged engagement required by our experimental design, we
verified the potential effects of fatigue and possible learning effects over time. Before analysis, we
tested the normality of RT, accuracy, and NASA-TLX scores for each block using the Shapiro-Wilk
test to conduct repeated measures ANOVA (RM ANOVA) or Friedman test, for non-parametric
data. Changes in subjective workload were evaluated using NASA-TLX scores collected at the end
of each block of trials. Depending on their distribution, either RM ANOVA or Friedman tests were
used to detect significant trends in these scores.

A.1.1 Reaction Times. First, the normality of the reaction time data was assessed using the Shapiro-
Wilk test. The results indicated that the data were not normally distributed,𝑊 = .954, 𝑝 < .001.
Thus, a Friedman test was conducted to evaluate order effects on differences on reaction times. The
test did not reveal significant differences in reaction times across the orders, 𝜒2 (5) = 2.31, 𝑝 = .805.
This result suggests that there were no statistically significant changes in reaction times across the
different conditions of the experiment, indicating an absence of both fatigue and learning effects
over the duration of the trials.
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A.1.2 Accuracy. The Shapiro-Wilk test was conducted to assess the normality of the accuracy data.
The results indicated that the accuracy data were not normally distributed,𝑊 = .876, 𝑝 < .001.
We then conducted a Friedman test to investigate differences in accuracy due to order effects. The
test revealed no significant differences in accuracy across the orders, 𝜒2 (5) = 2.78, 𝑝 = .733. These
findings suggest that there were no statistically significant changes in accuracy that would indicate
systematic effects such as learning or fatigue over the course of the experiment.

A.1.3 NASA-TLX scores. The normality of NASA-TLX scores were not normally distributed,𝑊 =

.972, 𝑝 = .011. Given the non-normal distribution of the NASA TLX scores, a Friedman test was
conducted to investigate differences in perceived workload across the different orders of the
experiment. The Friedman test did not reveal significant differences in NASA TLX scores across the
orders, 𝜒2 (5) = 8.78, 𝑝 = .118. This result suggests no statistically significant changes in perceived
workload over time, indicating that the order of conditions did not differentially affect participants’
perceived workload.
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