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ABSTRACT
Physical training in virtual environments, such as VR, has gained
popularity, especially due to the coronavirus pandemic. VR train-
ing offers new opportunities compared to traditional methods, in-
cluding the use of different perspectives, mirrors, and avatars to
enhance the understanding of personal movements. However, the
interaction of these elements has been less studied. To address this,
we developed VReflect, a VR environment that uses mirrors and
avatars as virtual self-visualization techniques (VSVT) to improve
self-awareness during movement training. In a preliminary study
on learning beginner karate movements, we tested four combina-
tions of perspectives and VSVTs. The results indicate that neither
first-person nor third-person perspectives can be universally rec-
ommended, which is in alignment with previous work. Interviews
revealed a preference for the traditional combination of mirrors
and first-person perspective.

CCS CONCEPTS
• Human-centered computing → Virtual reality; • Applied
computing → Interactive learning environments.
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1 INTRODUCTION
The perception of oneself in VR is heavily influenced by how we
view and embody ourselves in the virtual environment [3]. Adopt-
ing different avatars or a virtual self-representation can alter be-
havior based on the character embodied and influence interaction
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Figure 1: A screen displays karate moves from two angles,
paired with one of four training setups: first- or third-person
perspective, with mirrors or avatars mimicking the user.

with the virtual world [1, 7]. Virtual mirrors and avatars provide
external views of one’s representation, enhancing self-awareness
[3]. Changing perspectives from first-person to third-person allows
users to see their movements from different angles, particularly use-
ful in sports training. Recent developments in VR training systems
have focused on increasing motivation, engagement, and motor per-
formance, improving user experiences and training outcomes [2, 6].
However, there is still untapped potential in optimizing the use of
perspectives, mirrors, and avatars. Camera placement and varying
degrees of embodiment can significantly affect user perception [5].
Mirrors and avatars serve as virtual self-visualization techniques
(VSVT) for movement training, allowing users to observe and refine
their movements. Mirrors can be reimagined in VR to offer novel
perspectives and depth perception. Our research explores these
possibilities through VReflect, a VR training environment featuring
a virtual dojo, expert training materials, and diverse perspectives
in combination with VSVTs. In a user study, we gathered data on
motion, eye-tracking, ECG, and questionnaires related to workload,
embodiment, presence, and enjoyment. Our analysis focused on
the effects of perspectives and VSVTs on embodiment and user
experience. Our findings underscore the importance of balancing
innovation with familiarity to improve the training experience and
effectiveness.
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2 USER STUDY
Our training environment is designedwithin a virtual Dojo, immers-
ing users in an authentic martial arts atmosphere. We developed
training material customized for beginner students. This material
includes video recordings of specific karate moves performed by
a Ju-Jitsu expert. The moves are captured from two perspectives,
front and side, to support different learning preferences and en-
hance the understanding of each movement. The videos are dis-
played on a 100" screen installed on two sides of the Dojo. Our
training environment allows four different settings in which users
can engage in karate training (Figure 1): First-Person Perspective
Mirror (1stPP-M), First-Person Perspective Avatar (1stPP-A), Third-
Person Perspective Mirror (3rdPP-M) and Third-Person Perspective
Avatar (3rdPP-A), representing all possible combinations of the
two independent variables Perspective and VSVT. In each setting,
mirrors and avatars are strategically positioned in sets of eight
around the participant to provide comprehensive visual feedback.
We employed a within-participants experimental design with N=28
participants. The independent variables were VSVT (two levels:
mirror/avatar) and Perspective (two levels: 1stPP/3rdPP), manipu-
lated using a 2× 2 experimental design. To mitigate learning effects,
we counterbalanced the order of conditions using a balanced Latin
Williams square design with four levels [9].

Participants were introduced to the conditions following setup
and warm-up in VR. They experienced each condition as an ’In-
struction & Training’ session lasting 10 minutes. During this ses-
sion, participants watched training videos of three karate moves
looped continuously and practised these moves. In the ’Demo’ ses-
sion, participants demonstrated the moves they learned. After each
demonstration, they completed a set of questionnaires. Finally, a
concluding interview was conducted to gather feedback on their
experience. We recruited 28 participants (13 male, 15 female, none
diverse) aged 20 to 50 years, with a mean age of 26.88 years and a
standard deviation (SD) of 6.29.

3 PRELIMINARY RESULTS
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Figure 2: Participants rated embodiment on a Likert scale
across categories. Overall results show significant effects of
perspective on agency and embodiment.

We measured embodiment based on the work of Gorisse et al.
[4]. Our participants repeated four sessions per person, for which
we used a two-by-two mixed model design, with the participant

as a random effect. To validate the normality, we used the Shapiro-
Wilk test [8]. We further examined our data using ART ANOVAs
for the significant, not normal, distribution [10]. Furthermore, we
continued with the ART contrast post hoc test for our ART ANOVA
results. We received significant differences for the sub-scale of
agency on the perspective (𝑓 = 1, 𝑑 𝑓 = 298, 𝐹 = 13.10, 𝑝 = 0.001
with Bonferroni adjustment). We proceeded with an ART Contrast
post-hoc test for agency and found higher results for 1stPP (1stPP =
3.98, 3rdPP = 3.66). In addition, the total embodiment scale revealed
significant results for 1stPP as well. An ART Contrast post-hoc
test showed significance for 1stPP (1stPP = 3.49, 3rdPP = 3.66) (see
Figure 2).

4 DISCUSSION AND CONCLUSION
We introduced VReflect, a VR environment for karate training using
varied perspectives and VSVTs. Karate instructions were shown
from two angles on a virtual screen. Our study explored the impact
of perspectives and VSVTs on user experience, by collecting data on
motion, eye-tracking, ECG, and questionnaires regarding workload,
embodiment, presence, and enjoyment. Preliminary results on em-
bodiment indicated that the first-person perspective significantly
enhanced embodiment, particularly body ownership and agency.
In addition, fourteen participants favored the first-person mirror
setup for its familiarity. The study contributes to the understand-
ing of how perspective influences embodiment in VR, providing a
foundation for designing more effective and engaging VR training
environments.
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