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Fig. 1. In a user study we investigate physiological correlates for engagement and workload states, perfor-

mance during a typing task in three mixed reality environments, thereby varying the degree of immersion.

Mixed reality enables users to immerse themselves in high-workload interaction spaces like office work

scenarios. We envision physiologically adaptive systems that can move users into different mixed reality

manifestations, to improve their focus on the primary task. However, it is unclear which manifestation is most

conducive for high productivity and engagement. In this work, we evaluate whether physiological indicators

for engagement can be discriminated for different manifestations. For this, we engaged participants in a typing

task in three different mixed reality manifestations (augmented reality, augmented virtuality, virtual reality)

and monitored physiological correlates (EEG, ECG, and eye tracking) of users’ engagement and workload.

We found that users achieved best typing performances in augmented reality and augmented virtuality. At
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the same time, physiological engagement peaked in augmented virtuality, while workload decreased. We

conclude that augmented virtuality strikes a good balance between the different manifestations, as it facilitates

displaying the physical keyboard for improved typing performance and, at the same time, allows one to block

out the real world, removing many real-world distractors.
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mented reality; Virtual reality; User studies; Text input.
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1 Introduction
Mixed reality (MR) technologies may revolutionize human-computer interaction (HCI) by seam-

lessly integrating digital and physical environments, offering a virtually infinite display space,

situated information visualization, and affordances of physical reality. As MR systems evolve, their

integration into our daily and productive lives becomes increasingly feasible, ranging from industry

4.0 to the medical domain to office spaces. A central challenge for productive work in MR that

remains is text-based input, which can be efficiently achieved through traditional keyboards but is

tedious to support for mid-air virtual keyboards (e.g., Dudley et al. [42], Speicher et al. [140]), as

are commonly experienced in Virtual Reality (VR). Although alternative text entry methods have

been proposed for MR (e.g., tapping surfaces [142], mid-air multi-finger gestures [141], or even

voice input [116]), wider adoption of novel modalities may take a long time [102]. At the same

time, immersing users in virtual worlds enhances their focus on the primary tasks without external

distractions. With these opposing concepts, it is unclear how to incorporate real-world objects,

such as the keyboard, while keeping the focus (i.e., immersion) on the primary task high.

Recent studies have focused on investigating various factors impacted by MR, such as spatial

awareness [119, 127], object manipulations [49], and visual perception [153]. As MR technolo-

gies advance and become more accessible, typing and productivity tasks in these environments

are expected to become increasingly common. However, the integration of digital and physical

information faces challenges related to keyboard display and layout, far from fully supporting

user experience, performance, and productivity in MR [56]. McGill et al. [102] conducted seminal

work on the effects of visual feedback and keyboard size, showing that Augmented Virtuality

(AV) allows for improved typing performance. More recently, Lu et al. [90] investigated typing

performance with mid-air keyboards in Augmented Reality (AR), confirming this MR manifestation

as a feasible alternative. However, it is yet unclear how the degree of virtuality of the environment

and the resulting variations in visual detail, lighting, and possibility of distractions affect task

performance and user experience. Traditionally, typing is understood solely from a performance

perspective as one instance of high-workload tasks [78]. However, the users’ cognitive overload

and task-disengagement that may occur despite good performance, have not yet been considered.

Moreover, for most daily tasks, performance cannot be measured easily. Thus, in line with prior

work (e.g., [18, 31, 32]), an alternative view is to look at the physiological correlates of executing

tasks in MR environments and investigate how these can be used to determine the user’s cognitive

state. A better understanding of physiological correlates in MR will contribute to the design of

adaptive systems in MR [73, 87] that can dynamically adjust to the user’s cognitive state. For

example, through real-time monitoring of the user’s engagement and attention levels, the system
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can respond appropriately, adapting the user’s perceived environment by adding, removing, or

replacing visual content, e.g., to reduce cognitive load or provide timely assistance.

We envision a new class of transitional interfaces [6, 101] driven by implicit physiological

responses rather than explicit user commands. Our investigation into the physiological correlates

of workload and engagement across different MR environments provides insights for developing

adaptive interfaces that seamlessly transition users through the reality-virtuality continuum based

on their cognitive state and support task performance. This study defines engagement as the

degree of attention and cognitive resource allocation exhibited by participants when completing a

task [111]. High engagement is beneficial, leading to better performance and a more immersive

experience [111]. Engagement can be characterized by increased attention, positive affect, and

sustained cognitive effort [100]. Conversely, cognitive load refers to the mental effort required

to perform the task. Here, Paas et al. [112] found that high cognitive load can negatively impact

performance, leading to increased errors and fatigue. While engagement and cognitive load are

related, they have distinct implications for user experience. Ideally, high engagement should coincide

with low cognitive load for optimal performance. However, high engagement can sometimes occur

with high cognitive load, which, if sustained, may lead to cognitive fatigue and stress [20].

We investigate a typing task on a physical keyboard at three different manifestations of the reality-

virtuality continuum [107, 137], namely: AR, AV, VR. For this, we conducted a within-subjects lab

study (𝑁 = 18), asking participants to type phrases for 6 minutes per condition. During the typing

tasks, we recorded three physiological signals: electrocardiogram (ECG), electroencephalography

(EEG), and eye tracking (ET), thereby analyzing physiological responses associatedwith engagement,

attention allocation, and workload levels. We are chiefly interested in exploring distinctions of

physiological states between different MR environments and identifying physiological patterns for

individual cognitive states during the interaction.

Our findings indicate that AV balanced high engagement and moderate cognitive load, leading

to typing performance comparable to AR. AR resulted in moderate engagement but a higher

cognitive load due to real-world distractions. VR led to a high cognitive load with somewhat

lower engagement, resulting in higher error rates and longer task completion times. Our results

suggest that AV may strike the best balance among the different MR manifestations, shielding users

from external distractions while displaying task-relevant real-world content to support typing

performance and engagement.

Contribution Statement. The contribution of this paper is fourfold. (1) We present the first

comprehensive study that integrates physiological measures (EEG, ECG, and eye tracking) to

evaluate typing performance, workload and engagement in MR environments, thereby establishing

physiological metrics of such constructs in an applied context. (2) We propose and evaluate design

modifications to the MR continuum that can improve typing performance. Our findings indicate

that AV environments provide the best balance of high engagement and moderate cognitive load,

leading to superior typing performance. These insights are critical for optimizing MR environments

for various productivity tasks. (3) Our findings build upon and extend the work of McGill et al.

[102] by incorporating physiological measures to explore typing performance in MR environments.

We provide detailed insights into the physiological and design factors influencing typing, thereby

supporting the design and evaluation of both static and adaptive MR interfaces. Our study lays the

groundwork for future adaptive transitional interfaces that employ physiological features as inputs

for interaction. (4) we make our MR implementation and the collected dataset, which includes

co-registered EEG, ECG, and eye-tracking features, available as open source to support future

research. The novelty of our work lies in integrating comprehensive physiological measures to

gain a deeper understanding of how different MR environments impact engagement, workload,
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and attention while executing a production task. We identify design modifications grounded on

physiological measures and discuss applications for adaptive engagement and workload-aware MR

environments.

2 Related Work
This section provides a background on knowledge work in MR and reviews the physiological

correlates of task engagement and workload that motivated our choice of dependent variables.

2.1 Supporting Work in Mixed Reality
While head-mounted displays (HMDs) for MR have not yet become daily accessories comparable

to the smartphone, immersive technologies are increasingly adopted in professional contexts,

where the big price tag, specific infrastructure requirements, and lack of available content are

less of an obstacle. For example, in the manufacturing industry, MR can provide novel customer

experiences and support training [19, 150]. These are frequently immersive VR scenarios, where

user experience is often enriched by including a user representation [136] that impacts the sense of

presence, body ownership, spatial perception. AR has gained popularity for on-the-job support,

like remote assistance [118, 127], situated information visualization for assembly instructions [143],

and human-robot collaboration [2, 91, 97, 114], as it permits simultaneous access to virtual content

and the real world. MR technologies are also showing promise in the medical domain for training

and planning of surgeries, as well as live data exploration or remote assistance in the operating

room [50, 51, 130]. Further, there is a long research tradition of MR technologies in the context of

data analysis and immersive analytics [83, 106], and education [76, 134]. Lastly, while limitations

of current technologies still hinder the adoption of VR-based work environments for prolonged

use [16], MR harbors the potential for effectively transforming our typical office spaces, e.g., by

expanding the available display space [68] and facilitating remote collaboration [47].

Across all of these domains, the input of textual information is often required and would tradi-

tionally be supported by (analog or digital) note-taking, such as text input on a computer. While this

task is often neglected and rarely effectively supported by MR technologies, a variety of approaches

have been proposed, ranging from mid-air virtual keyboards (e.g., Dudley et al. [42], Speicher et al.

[140]), to multi-finger gestures [141], or finger tapping [142]. The latter was the most efficient of

these techniques [142], with researchers reporting 25 WPM for proficient typists (and 19 WPM for

non-experts). This is followed closely by freehand typing interactions using mid-air gestures [141]

achieving 22 WPM, while with controllers, users merely achieved 15.4 WPM [42]. Lu et al. [90]

investigated typing performance using eye gaze. With an average of 13.76 WPM, they demonstrate

AR as a feasible alternative setting. With recent advances in speech recognition, voice input presents

a further alternative for a text input. Investigating text entry in a CAVE virtual environment using

speech recognition with correction [63], Pick et al. [116] report an average of 23.6 WPM, while

Hoste and Signer [66] using SpeeG2 interface achieved 21 WPM. This modality is limited by the

requirement for low noise level environments and potential issues with privacy concerns [140],

and is arguably not suited for common note-taking scenarios (e.g., writing in a shared office space,

or making a meeting protocol).

With regards to task performance in typing on a physical keyboard, McGill et al. [102] conducted

a study comparing typing in 4 conditions: (1) physical reality, (2) VR, (3) AV with partial blending,

and (4) AV with full blending (i.e., video feed of reality). Compared to typing with no keyboard

view (VR: 23.6 WPM), the authors report improved typing rates in both AV conditions (partial

blending: 38.5 WPM, full blending: 36.6 WPM). Further, in AV the error rate was significantly

reduced, approaching the baseline rate of the reality condition. While this illustrates the benefit of

using physical keyboards (or indeed any keyboard visualization) for typing in an MR environment,
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the baseline typing rate (Reality: 58.9 WPM) could not be achieved even when seeing the entire

physical world in the full blending AV condition. This may hint at some impact of the video-see-

through display technique. Supporting typing on a physical keyboard while presenting a virtual

keyboard replica in VR, Knierim et al. [78] have shown that experienced typists can achieve a similar

typing performance (above 60 WPM) as in physical (non-augmented) reality. Even non-expert

typists, who in the real world setup achieved approx. 45 WPM, were only slightly slower in VR

(39.80 WPM). This underlines the need to visualize the keyboard faithfully. However, investigating

the need for visualizing users’ hands, the authors report that proficient typists could also type

“blindly” (i.e., not seeing any indication of where their hands were), while for inexperienced typists,

the presentation of virtual hands animated with their own finger movements led to significant

improvements in typing performance. Further, the workload was reported to be higher in VR

for all typists, and particularly so when no virtual hands were shown. Next, when investigating

keyboard display, Pham and Stuerzlinger [115] introduced a portable keyboard for VR that allows

users to achieve high-speed text entry while standing, similar to desktop performance. The study

evaluated different visualizations of the keyboard and found that the video-based visualization,

which shows the keyboard only when the user looks down, offers the best performance, with text

entry rates comparable to traditional setups (77.7 WPM for experienced typists). Their findings

reinforce the necessity of faithful keyboard visualization to achieve optimal typing performance in

VR environments. The presented research suggests the superiority of supporting 10-finger typing on

a physical keyboard in MR environments, compared to mid-air keyboards that frequently support

just a single touch point per hand (e.g., individual finger input controller [42, 140]) and alternative

typing mappings without keyboards (e.g., Sridhar et al. [141], Streli et al. [142]).

2.2 Physiological Correlates of Engagement and Workload in Mixed Reality
Pohl and Murray-Smith [120] proposed a focused-casual continuum defining interaction techniques

based on the users’ flexibility to adjust their attention and engagement during an interaction,

depending on their present circumstances. In other words, it allows users to adapt their level

of engagement [40, 120]. Their approach to defining engagement, based on a control-theoretic

perspective, suggests that users tend to sample feedback more frequently and accurately as they

become more engaged. We envision that transitions in MR are linked to user engagement, as they

impact how users interact, perform, and experience the MR space [102]. Specifically, engagement

states have been identified using different physiological features extracted from ECG, gaze behavior,

and EEG data, allowing for implicit interaction [135]. While the control-theoretic perspective

emphasizes the adaptability of user engagement during interactions, the physiological computing

perspective complements it by providing objective physiological measures of users’ engagement

states. Researchers have explored various physiological correlates to understand and measure user

engagement. This section reviews the physiological correlates of users’ engagement and how they

have been investigated in MR environments, i.e., gaze behavior, peripheral physiology (e.g., ECG),

and electrophysiology (e.g., EEG).

2.2.1 Electrocardiogram. ECG is a physiological measure of cardiac activity, recording changes in

electrical potentials generated by cardiac muscles [54] and indexing sympathetic activity at the

level of the autonomic nervous system (ANS). In the context of HCI and human factors, ECG has

been used to monitor physiological stress, mostly sensible to affective and physical stressors [4],

and in applied contexts such as office work [25] or automated scenarios [146]. However, popular

ECG measures in the time domain, such as Heart Rate (HR) or Heart Rate Variability (HRV), did not

always discriminate workload states consistently [110, 149], different interpretations have arisen,

considering that, for example, systolic blood pressure and heart rate have been shown to response
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to motivational incentives [45], mental effort [44] and overall physiological activation in stressful

situations [77]. Interestingly, ECG has found applications in automated adaptive systems [122],

such as in Byrne and Parasuraman [21], where automation modes were activated/deactivated based

on stress levels inferred from HR.

2.2.2 Electroencephalogram. EEG measures have been employed to investigate the relationship

between brain activation states and the level of mental effort invested in a task [40]. Several

experiments have shown that increased mental effort, particularly in response to working memory

load (i.e., the number of items to be retained in memory), is associated with the synchronization

of theta activity (4–7 Hz) in central frontal sites and the suppression of alpha activity in occipital

areas in computer-based work [52], multitasking environments [123], and VR interaction [29]. An

alternative hypothesis linked alpha to fluctuations in attentional load [48]. This rhythm serves

as a sensory gating mechanism, amplifying the processing of relevant sensory information while

enhancing task-relevant information [48, 71]. The existing literature has explored the potential

of posterior alpha as a reliable index for discerning internal and external attention dynamics,

with external attention being characterized by a decrease in alpha power and internal attention

predominantly marked by an increase in alpha power [13, 35]. Interestingly, alpha classification

successfully discriminated between the two internal and external states in an AR paradigm, and it

has been employed to perform a person-dependent classification for external and internal allocation

in an AR paradigm [147] and applied to AR smart home control [125] and VR settings [89].

Following a reverse direction, theta increased power has been linked with associated with higher

task engagement [3, 81], while lower theta power indicates low task engagement [133]. Moreover,

theta activity potentially mediates external and internal attention, highlighting their competitive

interaction [35, 95], also in VR environments [94, 131]. Given this dual relationship, researchers

developed and validated metrics of workload based on alpha and theta, such as their respective

ratio for cognitive demands [128].

Moreover, EEG measures have been applied to infer engagement without interruptions. In

these studies, predictive models leveraging EEG and motion-tracking data achieved a remarkable

67% accuracy in classifying engagement across different subjects and a promising 85% accuracy

within the same subject [18]. With a similar objective, De Massari et al. [36] classified different

cognitive states and their underlying task, i.e., spatial navigation, calculation, and reading in an

MR environment. Their findings revealed an increase in alpha band activity in the bilateral parietal

areas, consistent with previous studies that reported alpha decrease in these brain regions linked to

mental workload, task engagement, or attention [69, 79, 121]. These findings highlight the potential

of using EEG data to quantify engagement levels and workload and inform the design of adaptive

systems that can enhance user experiences in various MR applications.

2.2.3 Eye Tracking. Studies have demonstrated a correlation between EEG theta power during

cognitive engagement and changes in pupil diameter [34, 39]. The pupil diameter is considered a

valuable metric for monitoring mental effort [26, 43, 145] and task engagement [53]. Two distinct

aspects of pupil diameter dynamics can be distinguished: phasic pupillary responses, which are

evoked by task demands [30, 129, 152], and tonic pupil activity, representing the pupil diameter

during resting states [33]. This differentiation arises from the fact that the norepinephrine (NE)

system plays a role in modulating the pupil diameter [65, 108] in both phasic and tonic activity

features [72]. According to the adaptive gain theory [5], stronger phasic NE activity and larger

phasic pupil diameter are associated with higher task engagement [53, 65, 72]. Consequently,

tracking task-related (phasic) pupil diameter modulations provides a suitable means to assess task

engagement and subjective effort - task performance tradeoff [85]. In the context of MR adaptive
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Resting State
Eye-Tracking 
Calibration

Augmented 

Reality

Augmented               
Virtuality

Virtual 

Reality

Randomization

6 min 6 min 6 min 6 min

Fig. 2. Experiment Procedure. The experiment encompassed five blocks. In the first block, participants per-

formed a calibrated eye tracker and, in the Resting state block, participants relaxed in the neutral VR

environment without distracting elements. Finally, the experimental blocks started, manipulatingManifes-

tation in a randomized order. In between blocks, participants filled in NASA-TLX reporting their perceived

workload.

systems, Lindlbauer et al. [88] employed the Index of Pupillary Activity (IPA) to design context-

aware MR interfaces and adjust application display, location, timing, and amount of information.

Other work employed saccade frequency as a model for the workload to perform covert scene

changes when the user is occupied [98].

3 User Study
The primary objective of our study is to systematically examine how different manifestations of the

reality-virtuality continuum affect typing performance and if we can observe variation in workload

and engagement states as shown by different physiological signals (ECG, EEG, eye tracking).

Building on this, we aim to understand how the manifestations influence the physiological markers

associated with workload and task engagement. Thus, we conducted a within-subjects experimental

design with one independent variable Manifestation on the reality-virtuality continuum (three

levels: AR, AV, and VR), see Figure 1.
In the AR condition, participants typed on a physical keyboard with a view of their surrounding

physical environment with typing content displayed over a digital layout. In the AV condition,

participants typed on a view of the keyboard, and their hands were blended into the virtual

environment. And finally, in the VR condition, participants typed on a high-fidelity haptic VR

keyboard with virtual hands. To enhance the ecological validity of the study, we conducted the

experiment in a real office. We seated participants at a standard office desk facing the door –

a typical setup in our institution. As such, the participants will be confronted with real-world

visual distractions in the AR condition, e.g., bypasses Figure 1 left. On the other hand, auditory

instructions from the environment are noticeable in all conditions. We excluded a fully physical

condition, i.e. physical reality without HMD, as we anticipate that participants would perform best

and experience the least workload in a fully physical condition due to their greater familiarity

with physical keyboards. Second, the AR condition, besides requiring the headset and displaying a

virtual textbox, includes elements of a physical condition, such as using a physical keyboard and

the surrounding physical environment.

3.1 Apparatus
We designed the virtual environment for the study in Unity (Version 2021.3.19f1) and presented

it via a Varjo XR-3 MR headset with a resolution of 1920 × 1920𝑝𝑥 per eye for the focus area and

2880× 2720𝑝𝑥 per eye for the peripheral area. As per the manufacturer’s recommendation, we used
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Fig. 3. During the study, participants were seated at a desk in a simple and clean office space (left). In the VR

and AV conditions, a corresponding virtual office was presented (right).

three HTC Vive lighthouses 2.0 for environment tracking. For hand-tracking, we employed the

Ultraleap SDK
1
for Varjo with a tracking frequency of 200Hz.

In line with prior work such as McGill et al. [103], we used a Logitech G810 Orion with a UK

English layout as a physical keyboard. In VR, we rendered an identical VR copy of the keyboard using

a model provided by Logitech. We used the Logitech G BridgeSDK
2
to render the key movements

(up and down) in VR. Moreover, we constantly tracked the physical keyboard with a VIVE tracker

to align and move both virtual and physical keyboards, see Figure 5 left. Finally, we recorded

environmental noise from the experimental room via a professional microphone (NT-USB+, RØDE,

Australia, 48kHz). We recorded the environmental noise to control it in our statistical modeling,

see Section 4. Overall, in the AR condition, the average sound level was 64.6 (𝑆𝐷 = 5.16) dB on

average, for the AV condition, the average sound level measured 69.1 (𝑆𝐷 = 8.43) dB and, in the VR

condition, the average sound level recorded was 60.1 dB (𝑆𝐷 = 2.86).

We acquired four physiological measurements: ECG via PolarH10 chest strap (Polar, Finland, 130

Hz), and EEG signal (LiveAmp Amplifier, BrainProducts, Germany, 500 Hz), and for eye tracking,

we employed the built-in system in the Varjo XR-3 (Varjo, Finland, 200 Hz) employing the Tobii

XR SDK
3
. Physiological data were streamed within the Unity VR environment within the Lab

Streaming Layer (LSL) framework
4
to the acquisition PC (Windows 10, HP Z1 Entry Tower G6, i9,

3,8 GHz, 32GB RAM).

We designed the VR and AV environments for the experiment based on a virtual office; see

Figure 4. The virtual office was a room in an apartment. The desk in the room corresponded to

the desk in the real world, with biophilic and realistic elements, i.e., plants and office stationery.

On the left side of the table was a floor-to-ceiling window. The virtual office design prioritized a

realistic office rendering while not evoking negative cognitive and psychological responses [14, 151]

and controlling for saliency and its effect on attention allocation and task performance [132]. We

maintained the luminance consistent across conditions, following eye-tracking best practices [22, 99]

with 180 nits as a comfortable overall fit.

1
https://docs.ultraleap.com/varjo/

2
https://github.com/Logitech/logi_bridge_sdk/tree/master

3
https://developer.tobii.com/xr/

4
https://github.com/labstreaminglayer/
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Fig. 4. Frontal and side view of the office model used for the VR and AV conditions.

3.2 Dependent Variables
We evaluated four aspects of the MR-typing interaction: (i) typing performance based on previous

work [102, 139], (ii) accuracy and time to first key press to gauge how effectively participants

could locate the keyboard [102], (iii) perceived workload (raw NASA-TLX [60]), (iv) physiological

correlates of task-engagement extracted from ECG (HR), EEG (alpha and theta powers), and eye

tracking (IPA and saccade frequency). For EEG, we selected one more EEG feature related to

workload. We chose the workload index, defined as the ratio between alpha (Pz, P3, P4) [13, 94],

and theta, for which we chose frontal channels (F3, F4,Fz, Cz, F7, F8) [81, 94]. Research indicates

that task load manipulations are followed by an increase of theta band activity in frontal brain

regions, followed by a decrease in alpha power in the parietal areas [109, 128, 133].

3.3 Physiological Recording and Processing
In this section, we report the physiological measures collected and the preprocessing stages that

allowed us to compute physiological correlates of workload and engagement. We acquired four

physiological measures, i.e., EEG, eye tracking, ECG, and EDA. However, due to strong motion

artifacts and missing data, the EDA signal delivered by BITalino biomedical toolkit (BITalino, 1000

Hz) [12] was unusable. Thus, we do not report them in this work. For EEG Alpha and Theta and

heart rate we used the Resting state condition for normalization [70].

3.3.1 EEG Recording and Preprocessing. EEG data were recorded from 32 Ag-AgCl pin-type passive

electrodes mounted over a water-based EEG cap (R-Net, BrainProducts GmbH, Germany) at the

following electrode locations: Fp1, Fz, F3, F7, F9, FC5, FC1, C3, T7, CP5, CP1, Pz, P3, P7, P9, O1, Oz,

O2, P10, P8, P4, CP2, CP6, T8, C4, Cz, FC2, FC6, F10, F8, F4, Fp2, AF7, AF3, AFz, F1, F5, FT7, FC3,

C1, C5, TP7, CP3, P1, P5, PO7, PO3, Iz, POz, PO4, PO8, P6, P2, CPz, CP4, TP8, C6, C2, FC4, FT8, F6,

F2, AF4, AF8 according to the 10–20 system. One LiveAmp amplifier acquired EEG signals with a

sampling rate of 500 Hz. All electrode impedances were kept below ≤ 20 kΩ. We used FCz as an

online reference and Fpz as ground. For offline preprocessing, we used MNE Python [57]. We first

notch-filtered at 50 Hz to remove power line interference, followed by a band-pass filter between

1-50 Hz to eliminate noise at high and low frequencies. Next, we re-referenced the signal to the

common average reference (CAR) and applied the Infomax extended algorithm for Independent

Component Analysis (ICA) [86]. We utilized the “ICLabel” MNE plugin [117] for automatic artifact

detection and correction. We considered each epoch as a typing trial. Epochs that showed blinks,

eye movement, muscle, or single-channel artifacts in any of the electrodes were rejected.
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Fig. 5. Top view of the keyboards as seen by study participants. We used a UK keyboard layout.

3.3.2 Eye Tracking Data Preprocessing. Before analysis, we performed outlier removal and filtering

of all the collected gaze data. Our data cleaning consisted of several steps: 1) data points with

invalid data flags from the eye tracker for either eye were discarded, 2) any data point with an

eye velocity over 1000
◦/𝑠 or acceleration over 100, 000◦/𝑠2 for either eye was disregarded as the

movement is considered physically impossible [64], 3) blinks and accompanying artifacts were

removed. Blinks were defined as missing data from the eye tracker, which have durations between

75ms and 500ms. Data 200ms before and after the blinks were removed [9]. 4) the disregarded data

was linearly interpolated, 5) data was lastly smoothed with a 6th order Butterworth filter whose

cutoff frequency was set at .15 Hz [148].

3.3.3 ECG Recording and Preprocessing. We collected ECG data at a sampling rate of 130 Hz using

a Polar H10 chest strap (Polar, Finland). Before data collection, the ECG electrodes were moistened

with lukewarm water and positioned over the xiphoid process of the sternum, just below the chest

muscles. Our analysis of the ECG data focused on HR. For processing the ECG data, we utilized

the Neurokit Python Toolbox [96]. Initially, we applied a Finite Impulse Response (FIR) band-pass

filter with a range of 3 to 45 Hz and a 3rd order to preprocess the ECG signal. Subsequently, we

employed Hamilton’s method [59] to segment the signal and identify the QRS complexes.

3.4 Procedure
Upon the participants’ arrival, we explained the study procedure, answered any open questions, and

asked participants to give informed consent. The experimenter proceeded to configure the EEG and

ECG recording setup. Then, we asked participants to wear the Varjo XR-3 headset and completed a

one-point eye tracking calibration. Next, the experimenter calibrated the hand tracking by aligning

the actual hands of the participant with the tracked rendered hands in the AR scene, ensuring

that the fingers were aligned with the keyboard. Then, we started the experimental procedure.

First, the participants observed a 6-minute resting state, where they sat comfortably in a neutral

VR, i.e., Unity skybox, without distracting elements, keeping their hands on their thighs without

moving. The resting state is a basal condition for normalizing the experimental conditions. After the

Resting State, participants moved to the experimental phase, which consisted of three randomized

experimental conditions lasting six minutes each.

The typing task was inspired by previously established work with physical [38, 84] and virtual

keyboards in different MR environments [58, 102]. Participants were instructed to type phrases

for six minutes during each MR condition, presented in randomized order, see Figure 2. At the

beginning of every condition, one training phrase was provided to familiarize with the keyboard

layout, as in McGill et al. [102]. Drawing from previous work [84, 102], we employed the MacKenzie

500 phrase set. Phrases were randomly chosen and displayed above the text entry field, see Figure 1.

Participants were instructed to type as accurately as possible. Thus, they had the option but were

not obligated to correct any errors by using the backspace key, aligning with error correction

practices outlined in prior work [102, 140]. Once participants completed typing a single sentence,
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they pressed the "Enter" key to move to the next sentence. In between conditions, participants

filled out the raw NASA TLX [60] to evaluate the perceived workload. Overall, the experiment

lasted 45 minutes.

3.5 Participants
A sample of 18 participants voluntarily participated in the study. We excluded four participants due

to inadequate EEG data quality, as identified by RANSAC, which revealed that over 50% of electrodes

of interest for computing alpha and theta frequencies were classified as "bad," compromising data

reliability due to a low SNR as described in Bigdely-Shamlo et al. [17]. Thus, we employ a final

sample size of 14 participants (𝑀 = 27.9, 𝑆𝐷 = 4.1; 4 female, 6 male, and 4 diverse). Participants

provided written informed consent before their participation. None of the participants reported a

history of neurological, psychological, or psychiatric symptoms and all had normal or corrected-

to-normal vision. Participants reported spending 113 ± 23 hours per week using computers. The

average self-assessed expertise level, on a scale from 1 (novice) to 10 (expert), was 7.2 ± 1.2, in line

with previous work [104]. All participants reported prior experience with AR (𝑀 = 4.12, 𝑆𝐷 = 1.11),

AV (𝑀 = 1.33, 𝑆𝐷 = 1.23), and VR (𝑀 = 5.4, 𝑆𝐷 = 2.1), rated on a scale from 1 (not at all familiar) to

7 (extremely familiar) as in previous work [23]. The study met the criteria for fast-track conditions

set by the local institutional ethics board.

4 Results
In this section, we first present results on typing metrics and reaction times, heart rate and EEG

correlates of attention and task engagement, i.e., Alpha and Theta powers, EEG index of cognitive

workload, alpha-to-theta ratio, and, lastly, eye tracking measures of workload and engagement. We

employ a Linear Mixed Model (LMM)
5
for all measures on single sentence trials to counteract effects

of learning and fatigue [7], as the response in a trial is usually heavily influenced by what happened

in the preceding trial. Using mixed-effects models, experimental noise sources are brought under

statistical control. We report the effect sizes as for continuous variables (physiological features

and typing metrics), we employ the delta total (𝛿𝑡 ) as our effect size measure [61]. We selected the

5
We used a REML estimation method and Satterthwaite’s approximation for degrees of freedom
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Fig. 6. Comparison of typing performance measures across conditions including Total Error Rate (TER),

Corrected Error Rate (CER), First Key Accuracy, Duration to First Key, and Sentence Duration. Error bars

represent Standard Deviation.
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Table 1. Results from LMM comparing various metrics across AR, AV, and VR conditions. The table reports

the regression coefficients (𝛽), p-values, delta total (𝛿𝑡 ) as a measure of effect size, and the 95% confidence

intervals (CI) for the intercept (AR) and comparisons between AR vs. AV and AR vs. VR. The regression

coefficient (𝛽) indicates the magnitude and direction of the effect. The delta total (𝛿𝑡 ) quantifies the practical

significance of the observed difference, and the 95% confidence interval (CI) provides a range within which

the true effect size is expected to lie with 95% confidence. Acronyms used include TER for Total Error Rate,

CER for Corrected Error Rate, FKA for First-Key Accuracy, DTFK for Duration To First Key, SDur for Sentence

Duration and WPM for Words per Minute.

Intercept (AR) AR vs. AV AR vs. VR

𝛽 𝑝 𝛿𝑡 95% CI 𝛽 𝑝 𝛿𝑡 95% CI 𝛽 𝑝 𝛿𝑡 95% CI

TER .10 <.001 −.11 [-.26, .05] .02 .18 .09 [-.04 - .21] .08 <.001 .45 [.31, .59]

CER .8 <.001 −.09 [-.32, .13] −1.7−3 .792 −.09 [-.32, .13] .05 <.001 .43 [ .30, .57]

FKA .96 <.001 .15 [ .03, .26] −.04 .024 −.15 [-.28, -.02] −.11 <.001 −.40 [-.54, -.26]

DTFK 1.44 <.001 .08 [-.13, .30] .16 .213 .08 [-.05, .21] −.10 <.001 −.05 [-.19, .09]

SDur 12.73 <.001−1.53−3 [-.22, .21] 1.50 .162 .09 [-.04, .21] 6.08 <.001 .36 [ .22, .50]

WPM 34.93 <.001 −.44 [-1.00, .12] −.43 .74 −.02 [-.14, .10] −2.43 .085 −.12 [-.25, .02]

𝛼 4.03 <.001 −.13 [-.56, .29] .08 <.001 .16 [ .07, .25] .07 .003 .15 [ .05, .24]

𝜃 3.66 <.001 −.09 [-.53, .36] .04, <.001 .10 [ .01, .18] .03 .203 .06 [-.03, .15]

𝛼/𝜃 1.08 <.001 −.09 [-.20, .01] .01 .018 .15 [ .03, .27] .01 .027 .15 [ .02, .28]

HR 84.61 <.001 −.06 [-.51, .40] −1.28 <.001 −.11 [-.15, -.07]−1.27 <.001 −.11 [-.16, -.06]

IPA .33 <.001 −.08 [-.18, .02] .10 .032 .12 [ .01, .23] .01 .799 .02 [-.10, .13]

Sacc. Freq. 4.96 <.001 .26 [-.09, .60] −.26 <.001 −.17 [-.26, -.08] −.51 <.001 −.34 [-.43, -.25]

formula: measure ∼ Manifestation + (1 | participant) + (1 | sound) for the LMM. We

summarize our results in Table 1. Finally, for perceived workload evaluated through NASA-TLX, we

use one-way repeated measures ANOVA or Friedman’s test depending on normality assumption

violation as per the Shapiro-Wilk test, see Section 4.5. For effect size, we use partial eta square (𝜂2)

for ANOVA and Cohen’s d for post hoc comparisons. We excluded the last sentence typed in each

condition as this abruptly ended when the condition duration expired.

4.1 Typing Metrics
4.1.1 Total Error Rate (TER). For the Total Error Rate (TER), see Figure 6a, we chose the AR

condition as an intercept for the LMM. The model’s total explanatory power is weak (conditional

𝑅2 = .08) and the part related to the fixed effects alone (marginal 𝑅2
) is .03.Compared to this, the

AV condition showed a non-significant increase in TER (𝛽 = .02, 𝑝 = .18), while in contrast, the

VR condition significantly increased the TER (𝛽 = .08, 𝑝 < .001). Further analysis revealed that

the standardized effect sizes (𝛿𝑡 ) were as follows: for the AV condition, the effect size was minor

(𝛿𝑡 = .09, 95% CI [−.04, .21]), indicating minimal practical impact. However, the VR condition

exhibited a substantially larger effect size (𝛿𝑡 = .45, 95% CI [.31, .59]), indicating a pronounced

increase in error rates when moving from AR to VR. This indicates that participants made more

errors in the VR condition compared to the AR and AV conditions. These effect sizes further

emphasize the impact of the VR condition on increasing TER.

4.1.2 Corrected Error Rate (CER). The base CER, see Figure 6b, for the AR condition was .08 (𝑝 <

.001). The model’s total explanatory power is moderate (conditional 𝑅2 = .18) and the part related

to the fixed effects alone (marginal 𝑅2 = .04). Comparatively, the AV condition did not significantly
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alter the CER (𝑏𝑒𝑡𝑎 = −.002, 𝑝 = .792), indicating no notable difference from the AR condition.

On the other hand, the VR condition significantly increased the CER (𝑏𝑒𝑡𝑎 = .046, 𝑝 < .001),

highlighting a higher corrected error rate during VR conditions. Analysis of standardized effect

sizes showed that the effect size for the AV condition was minor and not statistically significant

(𝛿𝑡 = −.02, 95% CI [−.14, .10]), confirming its negligible impact on CER. Conversely, the effect

size for the VR condition was substantial (𝛿𝑡 = .43, 95% CI [.30, .57]), showing the VR condition’s

significant influence on increasing the error rate.

4.1.3 First-Key Accuracy (FKA). When inspecting the accuracy of typing a first key correctly (see

Figure 6c), the linear mixed model showed a significant main effect. The model’s total explanatory

power is weak (conditional𝑅2 = .04) and the part related to the fixed effects alone (marginal𝑅2 = .02).

We observe significantly decreased accuracy in the AV and VR conditions (AV: 𝑏𝑒𝑡𝑎 = −.04, 𝑝 = .024;

VR: 𝑏𝑒𝑡𝑎 = −.11, 𝑝 < .001, respectively), indicating lower first key correctness in these conditions

compared to AR. Effect sizes analysis showed that the effect size for the AV condition was modest

but statistically significant (𝛿𝑡 = −.15, 95% CI [−.28,−.02]), suggesting a noticeable decrease in

first key accuracy. The effect size for the VR condition was more pronounced (𝛿𝑡 = −.40, 95% CI

[−.54,−.26]), significantly emphasizing the substantial impact of the VR condition on reducing

first key accuracy.

4.1.4 Duration To First Key (DTFK). For the time needed between the start of the trial and the first

keystroke (see Figure 6d), we found no significant differences across conditions. The model’s total

explanatory power is weak (conditional 𝑅2 = .12) and the part related to the fixed effects alone

(marginal 𝑅2 = 2.63 × 10
−3
). The AV and VR conditions demonstrated non-significant effects, with

beta values of .16 and -.10, respectively, and correspondingly 𝑝 = .213, 𝑝 = .473. This suggests that

the MR manifestations (AV and VR) did not significantly alter the participants’ readiness or reaction

time in initiating the typing task. Further standardized effect sizes analysis revealed minor effect

sizes for both conditions; for AV, the effect size was small and not statistically significant (𝛿𝑡 = .08,

95% CI [−.05, .21]), and for VR, similarly minor and non-significant (𝛿𝑡 = −.05, 95% CI [−.19, .09]).

4.1.5 Sentence Duration. Examining the effects of individual MR conditions, the AV condition

showed a non-significant positive effect with a beta value of 1.50 (𝑝 = .162), while the VR condition

demonstrated a significant positive effect, with a beta value of 6.08 (𝑝 < .001). The model’s total

explanatory power is moderate (conditional 𝑅2 = .14) and the part related to the fixed effects alone

(marginal 𝑅2 = .02). This reveals that participants took longer to type a complete sentence in VR.

Standardized effect sizes analysis showed that the effect size for the AV condition was minor and

not statistically significant (𝛿𝑡 = .09, 95% CI [−.04, .21]), suggesting a negligible impact on sentence

duration. Conversely, the effect size for the VR condition was substantial (𝛿𝑡 = .36, 95% CI [.22, .50]),
significantly indicating that the VR environment greatly increased the time required to complete a

sentence, reinforcing the significant increase observed in the statistical model.

4.1.6 Words per Minute (WPM). The model demonstrated substantial explanatory power (condi-

tional 𝑅2 = .61) with marginal 𝑅2 = .0021. The intercept for AR was estimated at 34.93 (95% CI

[23.40, 46.46], 𝑡 (645) = 5.95, 𝑝 < .001), with a standardized effect size (𝛿𝑡 ) of -.44 (95% CI [-1.00,

.12]), indicating a moderate negative effect size. The effect of AV was non-significant and negative

(𝛽 = −.43, 95% CI [-2.96, 2.11], 𝑡 (645) = −.33, 𝑝 = .74; Std. 𝛿𝑡 = −.02, 95% CI [-.14, .10]), suggesting

a moderate effect size. Similarly, the effect for VR was non-significant and negative (𝛽 = −2.43,
95% CI [-5.20, .34], 𝑡 (645) = −1.73, 𝑝 = .085; Std. 𝛿𝑡 = −.12, 95% CI [-.25, .02]), indicating a small

effect size. These results confirm that while the model explains a significant amount of variability

inWPM, the effects of AV and VR were minimal and non-significant.
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Fig. 7. Analysis of participants’ EEG data across MR conditions as an indicator of attention allocation, task

engagement, and workload. We present alpha and theta powers in a distribution plot while the alpha-theta

ratio is a boxplot. We report increased alpha and Theta in AV, signaling higher internal attention and task-

engagement. A lower alpha theta ratio signals increased workload, which is detected in AR condition (c). In

(c) error bars represent Standard Deviation.

4.2 Electroencephalogram (EEG)
4.2.1 Alpha power. The model’s total explanatory power is substantial (conditional 𝑅2 = .57) and

the part related to the fixed effects alone (marginal 𝑅2 = 4.86 × 10
−3
). Within the LMM, the effect

of the AV condition was statistically significant and positive, with a beta value of .08 (95%𝐶𝐼 =

[.04, .12], 𝑝 < .001), see Figure 7a. Additionally, the effect of the VR condition was statistically

significant and positive, evidenced by a beta value of .07, 𝑝 = .003. The significant positive effects

in alpha power for both AV and VR conditions suggest that participants experienced heightened

internal attention and engagement in these MR environments. When inspecting standardized effect

sizes, we found that the effect size for the AV condition was substantial (𝛿𝑡 = .16, 95% CI [.07, .25]),
and similarly, the effect size for the VR condition was also considerable (𝛿𝑡 = .15, 95% CI [.05, .24]).
These effect sizes further support the findings that AV and VR conditions significantly enhance

participants’ internal attention, as reflected in increased alpha power.

4.2.2 Theta power. The model’s total explanatory power is substantial (conditional 𝑅2 = .62) and

the part related to the fixed effects alone (marginal 𝑅2 = 1.48 × 10
−3
). Regarding fixed effects, the

AV condition was found to have a positive and statistically significant influence on theta power,

denoted by a beta value of .04, (95% CI [6.05e-03, .08], 𝑝 = .022), see Figure 7b. VR condition

showed a positive, albeit not statistically significant, with a beta of .03 (95% CI [-.01, .07], 𝑝 = .202).

These results suggest increased engagement in the AV manifestation. Although the VR condition

was positive but not significant, it could imply that while the VR environment may influence

engagement, it is not as pronounced or consistent as in the AV environment. Further analysis with

standardized effect sizes revealed that both AV and VR conditions had considerable effect sizes,

with 𝛿𝑡 = .15 for AV (95%𝐶𝐼 = [.03, .27]) and 𝛿𝑡 = .15 for VR (95%𝐶𝐼 = [.02, .28]). These effect
sizes further underscore the potential influence of both environments on enhancing theta power,

which is indicative of heightened engagement, even though the effect in VR was not statistically

significant.

4.2.3 Alpha-to-Theta Ratio (Workload Index) . The model’s total explanatory power is limited (con-

ditional 𝑅2 = .02), and the part related to the fixed effects alone (marginal 𝑅2 = 5.19 × 10
−3
). When
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Fig. 8. Physiological measures from ECG (Heart Rate) and eye tracking (Index of Pupillary Activity - IPA

and Saccade Frequency), and Raw NASA-TLX scores across conditions as indicators for workload. Error bars

represent Standard Deviation.

investigating the effects on the EEG workload index, both the AV and VR conditions significantly

positively affected the workload index, see Figure 7c. Specifically, the AV condition exhibited a beta

value of .01 (95% CI [2.07e-03, .02], 𝑝 = .018). Similarly, the VR condition demonstrated a beta of .01

(95% CI [1.42e-03, .02], 𝑝 = .027). These findings suggest that AV and VR conditions are associated

with a decrease in cognitive workload, as indicated by the positive beta values in the EEG workload

index, compared to the AR condition. However, further analysis using standardized effect sizes

revealed that the effect sizes were negative, albeit not statistically significant for both AV (𝛿𝑡 = −.07,
95%CI = [-.19, .05]) and VR (𝛿𝑡 = −.007, 95%𝐶𝐼 = [−.14, .13]).

4.3 Heart Rate (HR)
The model’s total explanatory power is substantial (conditional 𝑅2 = .94) and the part related to

the fixed effects alone (marginal 𝑅2 = 2.04 × 10
−3
). Analyzing the different conditions revealed

that AV and VR conditions had statistically significant negative effects on the heart rate (see

Figure 8a). Specifically, the AV condition showed a beta value of −1.28 and 𝑝 < .001. Similarly,

the VR condition indicated a 𝛽 = −1.27 with 𝑝 < .001. This decrease in heart rate could imply

that participants were more relaxed or less stressed in AV and VR conditions compared to the

AR condition. Further analysis with standardized effect sizes showed that the effect sizes were

consistent and significant for both conditions, with 𝛿𝑡 = −.11 for AV (95%𝐶𝐼 = [−.15,−.07]) and
𝛿𝑡 = −.11 for VR (95%𝐶𝐼 = [−.16,−.06]). These effect sizes further substantiate the decrease in heart
rate, indicating a significant reduction in physiological stress in both AV and VR environments.

4.4 Eye Tracking
4.4.1 Index of Pupillary Activity (IPA). The model’s total explanatory power is limited (conditional

𝑅2 = .02) and the part related to the fixed effects alone (marginal 𝑅2 = 3.10 × 10
−3
). Within the

generalized linear mixed model, the AV condition significantly positively affected IPA (𝛽 = .14,

95% CI [.05, .23], 𝑝 = .002), as shown in Figure 8b. The VR condition, on the other hand, showed a

significantly decreased IPA with such significant influence (𝛽 = −.04, 95% CI [-.07, -.01] 𝑝 = .002).

This indicates that the AV environment may have led to higher cognitive engagement and mental

effort, as evidenced by the increased IPA. In contrast, the VR environment showed a significantly

decreased IPA compared to the AV condition, suggesting that participants experienced reduced
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cognitive engagement and mental effort. Further analysis using standardized effect sizes revealed

that for AV, the effect size was positive and statistically significant (𝛿𝑡 = .12, 95%𝐶𝐼 [.01, .23]),
aligning with the increase indicated by the beta value. However, the effect size for VR was small and

not statistically significant (𝛿𝑡 = .02, 95%𝐶𝐼 [−.10, .13]), corresponding with the less pronounced

impact on IPA as suggested by its beta value.

4.4.2 Saccade Frequency. The analysis of saccade frequency showed a significant main effect of

condition (see Figure 8c). The model’s total explanatory power is substantial (conditional 𝑅2 = .48)

and the part related to the fixed effects alone (marginal 𝑅2 = .02). Specifically, the AV condition

was associated with a significant decrease in saccade frequency, with a coefficient of 𝛽 = −.26, (95%
CI [-0.38, -.13], 𝑝 < .001). Conversely, the VR condition demonstrated a pronounced negative effect

on saccade frequency, evidenced by 𝛽 = −.51 (95% CI [-.65, -.37], 𝑝 < .001). This indicates that

both AV and VR conditions led to reduced saccade frequency, with a more pronounced effect in

VR, suggesting higher visual focus in these environments compared to the baseline AR condition.

Inspecting standardized effect sizes revealed significant and negative effects for both conditions:

for AV, the effect size was considerable (𝛿𝑡 = −.17, 95%𝐶𝐼 [−.26,−.08]), and for VR, even more

substantial (𝛿𝑡 = −.34, 95%𝐶𝐼 [−.43,−.25]). These effect sizes further substantiate the findings that
both AV and VR environments significantly reduce saccade frequency, enhancing visual focus and

potentially reducing cognitive load.

4.5 Perceived Workload
Shapiro-Wilk testing showed a normal distribution of Raw TLX scores (𝑊 = .962, 𝑝 = .182). Thus,

we conducted a repeated-measures ANOVA to investigate the influence of MR manifestations

on perceived workload. The analysis revealed a significant effect of the MR condition (𝐹 (2, 26) =
4.03, 𝑝 = .029, 𝜂2 = .065). The partial eta squared value of .065 indicates a moderate effect size,

suggesting that the MR environments have a noticeable impact on perceived workload overall. This

effect size reflects the variance in perceived workload attributed to the differences between the MR

conditions. We applied post-hoc pairwise comparisons utilizing Bonferroni-adjusted paired t-tests

to discern the differences between conditions. The outcomes indicate no significant distinction

between the AR condition and both others (AR AV: 𝑝 = 1.0; AR VR: 𝑝 = .220). However, a significant

difference was observed between the AV and VR conditions (𝑝 = .032), as illustrated in Figure 8d.

Those results suggest that while there was no significant difference in perceived workload between

the AR condition and either the AV or VR conditions, participants perceived a significantly higher

workload in the VR condition compared to the AV condition. In our analysis, we computed Cohen’s

𝑑 to measure the effect size for the difference between the AV and VR conditions on perceived

workload. Cohen’s 𝑑 was −.80 (95%𝐶𝐼 [−2.04, .45]), indicating a large and negative effect, with

the VR condition associated with a lower perceived workload than the AV condition. The 95%

confidence interval suggests variability in the effect size estimate but maintains a tendency toward

a negative effect.

5 Discussion
We conducted a study to investigate the influence of MR environments on typing performance,

subjective workload, and physiological correlates of workload and task engagement. We aimed to

understand better how engagement and workload vary across the continuum using physiological

features not previously investigated in a typing task in MR to inform the design of current and

future MR systems. We did this to first replicate the results of the seminal work by McGill et al. [102]

and extend it by integrating physiological correlates of workload and task engagement varying

across MR manifestations. We first summarize our results, then relate our findings and replication
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of previous work and its relation with physiological workload and task engagement. We then

conclude with insights from interruption science to adaptive transitional interfaces and highlight

future fieldwork.

5.1 Summary of Results
5.1.1 Typing Metrics. The evaluation of typing metrics across AR, AV, and VR conditions revealed

significant differences, particularly between AR and VR. The VR condition consistently hindered

performance, leading to a significant increase in both TER and CER, as well as a marked decline in

FKA. While the AV condition showed some negative effects, these were less pronounced than VR.

In terms of timing, VR significantly increased the time taken to complete a sentence, but had no

significant effect on the duration to the DTFK. Neither AV nor VR significantly impacted WPM,

suggesting minimal effects on typing speed.

5.1.2 Physiological Features.

EEG. The EEG metrics across AR, AV, and VR conditions showed significant differences, particu-

larly in AV and VR environments. Both AV and VR significantly increased alpha power, indicating

heightened attention and engagement. AV also significantly increased theta power, while VR’s in-

crease was not statistically significant, though both had considerable effect sizes. The alpha-to-theta

ratio suggested reduced cognitive workload in AV and VR compared to AR.

Heart Rate and Eye Tracking. AV and VR conditions significantly lowered heart rate compared

to AR, suggesting reduced stress and greater relaxation in these environments. For eye-tracking

metrics, AV increased the IPA, indicating higher cognitive engagement, while VR decreased IPA,

implying reduced engagement. Additionally, both AV and VR significantly reduced saccade fre-

quency, with VR having a stronger effect, indicating enhanced visual focus and potentially lower

cognitive load in these manifestations.

5.1.3 Perceived Workload. The results showed that MR conditions significantly affected perceived

workload, with participants reporting a higher workload in VR compared to AV. No significant

difference was found between AR and the other conditions.

5.2 Replication of Typing Performance Across MR Manifestations
McGill et al. [102] reported how augmenting a virtual environment with a real keyboard reduced

the error rate and allowed users to better identify overall keyboard position and single keystrokes

compared to VR. However, low stereoscopic resolution and latency in VR led to negligible gains in

AV. We come to a similar conclusion from the typing performance, as AV showed a decreased error

rate while still having lower first-key accuracy.

Adding to this, Pham and Stuerzlinger [115] demonstrated that their HawKEY system, which

utilizes a portable keyboard setup with various visualization methods, significantly improves text

entry rates and reduces error rates in VR. Their study found that the Video condition, which

displays the keyboard only when the user looks down, and the Point Cloud condition, similar to our

video-cutout, were particularly effective. These methods yielded text entry speeds close to those

in real-world settings and minimized errors, highlighting the importance of effective keyboard

visualization in AV.

Our results further contribute to the comparison with the AR reality condition. In our setup,

the AR condition mimicked real-world MR productivity settings, with augmented display and

environmental noise, while still being kept under statistical control. Here, we did not find any

significant difference between the AV and AR conditions regarding performance accuracy measures

(TER and CER) and the time needed to type a single sentence. This result is confirmed by the
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reports on perceived workload, where no significant differences were found in the AR-AV contrast

but more interestingly also in the AR-VR contrast. We argue that here, subjective measures point

towards an increased workload for VR and no difference when comparing a condition where the real

environment is displayed (AR) and a scenario where only task-relevant objects, i.e., the keyboard

and the hands, are displayed (AV).

Our research builds upon the findings of McGill et al. [102] and Pham and Stuerzlinger [115]

by extending the evaluation of text entry methods to more realistic MR productivity settings and

incorporating augmented environmental noise. While McGill et al. [102] demonstrated the benefits

of real keyboard augmentation in VR, our study explored typing behavior across the full virtuality–

reality continuum, including AV and AR. Furthermore, the work by Pham and Stuerzlinger [115]

on the HawKEY system highlighted effective visualization techniques for VR text entry, which

we confirm and extend by demonstrating their applicability and effectiveness in AR settings as

well. Our findings suggest that the advantages of advanced keyboard visualization techniques, such

as those used in HawKEY, are robust across different MR environments, thereby enhancing user

productivity and comfort in VR and AR scenarios.

5.3 Physiological Features Highlight Improved Engagement Without Task Overload in
AV

Next to replicating previous work, our contribution complements and integrates behavioral results

with implicit measures of task engagement, attention allocation, and workload. Physiological corre-

lates of engagement and workload discriminated across conditions, pointing towards an improved

task engagement in AV while showing increased workload and external attention allocation in

AR. Alpha power increased in the AV condition, indexing either a decreased workload [123] and

an internal attention state [13]. Here, first, the AV condition shielded users from environmental

distractors while engaging them in a virtual environment that allowed them to focus on the task,

i.e., an internal attention state. Internal attention proves beneficial in typing tasks as it facilitates a

focused and uninterrupted workflow. This interpretation is supported by the not significant mea-

sures in typing measures, where AV promoted comparable accuracy and speed to AR, minimizing

the distractions and cognitive load associated with processing external stimuli. Similarly, EEG

correlates of engagement, i.e., increased theta power, supporting the increased internal state in

the AV condition [35]. On the other side, an opposite direction between alpha and theta is used

to compute the Workload index [80, 128]. Here, the AR condition showed increased physiological

workload as compared to AV.

The eye tracking features complement results on physiological engagement and workload derived

from EEG. Here, IPA showed higher AV values than AR, while VR did not show significant variations

from AR. IPA can be interpreted as a measure of mental effort, and sensitive to mental fatigue;

the more fatigue is experienced, the smaller is the IPA [1]. Moreover, recent work proved how

constant or increasing IPA changes if participants were positively engaged in solving a task [113]

and correlating with EEG-related measures [39]. Moreover, we found reduced saccade frequency in

AR compared to AV and VR. Here, reduced saccade frequency in AV and VR can reflect decreased

visual exploration, implying that users found it easier to focus on relevant information, thus possibly

reducing cognitive load and enhancing task engagement [41, 82]. Conversely, the higher saccade

frequency observed in the AR condition might indicate a heightened level of visual exploration

and cognitive workload, as users might be trying to integrate and process a higher volume of

both virtual and real-world stimuli, which can potentially increase the mental effort and fatigue

experienced during the task [138].

Finally, inspecting peripheral physiological stress and arousal measures, heart rate increased

in the AR condition. AR integrated a more complex blend of real and virtual elements, increasing
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mental effort and ultimately increasing physiological stress. At the same time, AV allowed for

optimal information presentation, and decreasing the visual load did not majorly impact the

participants’ physiological arousal.

Taken together, physiological data show converging trends across the MR conditions. In AV

and VR, increased alpha and theta power suggest enhanced internal attention and engagement,

supported by lower saccade frequencies indicating focused cognitive states. This consistency in

alpha and theta power enhancements across AV and VR highlights that immersive environments,

which reduce real-world distractions, promote higher engagement and internal focus. Conversely,

AR showed higher heart rates and saccade frequencies, indicating elevated cognitive load and stress.

The need to manage both virtual and real elements in AR contributed to this divergence. While

IPA was higher in AV, indicating sustained mental effort, VR did not significantly differ from AR,

suggesting that VRmay not consistently sustain the same cognitive effort as AV. The primary reason

for these differences is how each environment integrates real and virtual elements. AR demands

greater cognitive resources to process mixed stimuli, reflected in increased stress and external

attention. In contrast, AV and VR provide controlled environments that reduce distractions, allowing

users to maintain focus more effectively. By understanding these trends, we can better design MR

environments to balance engagement and cognitive load, optimizing them for productivity tasks.

5.4 From Interruption Science to Physiologically-Adaptive Mixed Reality
Our study’s findings in the AR and AV conditions can be contextualized within the broader

field of interruption science, which examines how external stimuli and interruptions affect task

performance and cognitive processes [8]. The presence of environmental distractors in the AR

condition mimicked real-world productivity settings and allowed us to explore how such stimuli

impact text entry performance. Interestingly, we found no significant differences in performance

accuracy measures (TER and CER) or the time needed to type a single sentence between the

AR and AV conditions. This suggests that the AV condition effectively mitigates the negative

effects of environmental distractors by shielding users from visual distractions and displaying only

task-relevant objects (i.e., the keyboard and hands).

Interruption science indicates that distractions and interruptions significantly impair cognitive

performance by breaking the user’s focus and requiring additional cognitive resources to resume

the task at hand [11]. Our findings align with this research, demonstrating that reducing visual

distractions from the real world in AR, in the AV condition helps maintain user attention and

enhances task engagement. The study by Bailey and Konstan [11] further supports this by showing

that deferring interruptions until natural task boundaries lead to higher task performance and

reduced annoyance and stress. These insights suggest that designing MR systems that adapt to

users’ cognitive load and engagement levels by deferring interruptions and minimizing unnecessary

stimuli can significantly improve user productivity and comfort.

Here, we position our work within the control theoretic perspective envisioned by McGill et al.

[102], where the MR control loop encompasses inputs from reality and feedback from the virtual

environment. This high-level system is analogous to on-screen feedback observed during typing

tasks. As users engage more intensively with real interactive elements like keyboards or individuals,

these elements can be progressively integrated into the VR view. Our approach integrates the

physiological computing perspective, which involves processing physiological features, translating

them into system responses, and shaping future psychophysiological reactions from the user.

We found that when typing on a physical, real-world keyboard in AV, users have comparable

performance but improved engagement compared to AR. These results can be employed to promote

transitions within the continuum and allow for the gradual fading of reality [24]. Such transitions

need to be context-aware and consider multivariate patterns in the user. Consequently, we adopt a
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sensor fusion strategy to gauge cognitive load and engagement to offer reliable real-time results.

The features we computed have already been employed in previous adaptive systems in AR for

IPA [88], ECG in VR [74], and EEG [28] using real-time estimation of different states. We propose

to investigate this in the future and expand our framework with sensor fusion approaches and

multimodal user state analysis.

Our results have implications for designing an attention-aware system, which seeks to balance a

user’s need for minimal disruption with an application’s need to deliver information effectively.

An attention-aware system based on physiological features such as EEG alpha power or IPA could

employ a temporal strategy, manipulating when to hide information or render attentional cues in

peripheral displays [92, 93, 144]. By deferring presentation until appropriate points during task

execution, such a system could mitigate the negative effects of interruptions.

Developing an attention-aware system in the context of MR would require mechanisms to specify

user tasks, observe their performance, and learn a task execution model to forecast appropriate

interruption points [10]. In MR environments, this means continuously monitoring physiological

signals to adaptively manage visual and auditory stimuli based on the user’s cognitive state. While

building such a system requires significant research, our findings show that this effort is warranted.

An effective system could enable users to perform tasks faster, commit fewer errors, and experience

less annoyance and physiological stress.

5.5 Limitation and Future Work
Our study, though examining the interactions between cognitive load, and engagement, across be-

havioral subjective, and physiological variables in MR environments, recognizes certain limitations

and foresees promising future work in the field of MR for productivity.

5.5.1 Task Complexity, Ecological Productivity Settings, and Text-Input Techniques. While ecolog-

ically valid, the typing task utilized in this study might not fully include the many variables of

primary office tasks. Future investigations could thus encompass more complex tasks, such as

creating slide presentations or coding, to simulate real-world office environments better. This

also applies to interaction with other agents, i.e., human in MR [102] or virtual avatars in VR and

AR [31, 67] and the effect varying levels of visual detail and lighting could affect readability and

the ease with which users can locate and interact with virtual elements, potentially impacting

typing speed and accuracy [55, 126]. Further, we evaluate merely one of several possible text-input

techniques, namely typing, as this remains the predominant modality in day-to-day office work.

However, MR technology may well bring about a paradigm change for text-input, fueled by further

research on alternative modalities (e.g., eye tracking or voice-based).

5.5.2 Environmental Control and Dataset Size. We controlled the visual load and embedded the

task at a real office level to maintain ecological validity, VR and AV environments might allow

larger opportunities to isolate participants better from potential distractions. This invites further

research to evaluate the effects of manipulating sound environments and their congruence with

the visual presentation of AV and VR environments. Additionally, while most of our reported effect

sizes are small to medium, indicating low power to detect meaningful effects, some smaller effect

sizes suggest that larger sample sizes could provide more robust findings. To address this, future

research should consider increasing the dataset size to ensure that subtle but significant effects are

detected reliably.

5.5.3 Blending of Virtuality and Reality. Our approach focused on three primary conditions: AR,

AV, and VR, to explore the continuum of virtuality and reality. Specifically, we intended the VR

condition as a purely virtual environment, including the input device, while we designed the
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AV condition based on previous work [102, 115], implementing physical information only when

task-relevant. This decision was based on balancing ecological validity and the practical constraints

of the study. However, we acknowledge that there are many ways to balance virtuality and reality

when typing, and our chosen conditions represent just a few points along this continuum. The

VR condition tested in this study is further from AV compared to minimal blending, which might

limit the resolution of our understanding of the impacts compared to prior work [24, 62, 105].

Alternative approaches to designing AV environments include the work by Cheng et al. [24], which

investigates the concept of Diminished Reality (DR). DR involves removing content from a user’s

visual environment to reduce information overload and improve task performance by diminishing

non-relevant objects. By removing virtual objects rather than adding relevant physical elements, DR

provides an alternative strategy for balancing virtual and physical content, allowing for improved

awareness when interacting in AV. Future research should explore how degrees of virtuality, from

minimal blending and other intermediate levels of virtuality, impact attention allocation, task

performance and engagement. Alternatively, Hettiarachchi and Wigdor [62] suggests continuously

scanning the user’s surroundings, selecting physical objects similar to given virtual objects, and

overlaying the virtual models onto the selected physical ones. This approach emphasizes the

integration of haptic feedback by matching virtual objects to real-world counterparts, enhancing

the engagement.

5.5.4 Adaptive MR Systems and Transitions. To develop and evaluate a working MR adaptive

system, we need to consider how transitions are accepted by users and their effect on attention,

engagement and workload. In previous work in VR, users seemed to prefer simple and short

transitions [46]. However, it is not clear if the same either applies across MR manifestations and

if a sudden change in sensory information, either by enriching or diminishing the environment,

might impact physiological arousal and engagement. Thus, we propose to evaluate different design

approaches for transitions in MR and which "direction" across the continuum might better support

users’ goals in the individual task.

Future Directions in Non-Invasive Monitoring of Engagement. Our study utilized a multimodal

approach to collect and validate multiple physiological indicators of engagement. However, the

invasive nature of methods like EEG, along with their lengthy setup times, prompts the need for

non-invasive alternatives suitable for real-time applications in engagement-aware systems.

Future research should focus on less intrusive technologies such as functional near-infrared

spectroscopy [37, 75] and other non-invasive physiological monitoring techniques, such as dry EEG

setups [15] or sensing systems directly embedded in a MR system [27]. Additionally, we recognize

the need to optimize channel selection from the total EEG channels used in our study. While our

current focus was on electrodes in the frontal, parietal, and occipital regions, future work will

investigate how each electrode and combination of electrodes can best contribute to classification

accuracy. Methodologies like Recursive Feature Elimination and Genetic Algorithms, along with

advanced feature importance techniques such as mutual information, permutation importance,

shapley additive explanations, or ablation studies, will be employed to systematically evaluate and

identify the most relevant EEG channels [89, 124].

6 Conclusion
In our work, we explored and expanded on how varying MR manifestations might influence

productivity and engagement at behavioral and physiological levels. We engaged participants in a

typing task in three different mixed reality environments: AR, AV, and VR, while monitoring EEG,

ECG, and eye tracking correlates of engagement, workload, and attention. Our results replicate

findings of prior work in MR, showing that typing performance was optimal when users’ could rely
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on both physical and visual information, i.e., in AR and AV. However, the best typing performance in

AR corresponded with increased physiological workload and decreased engagement. Interestingly,

AV also showed opposite, positive results in terms of better comfort and focus on the task. Identifying

distinct physiological patterns across the reality-–virtuality continuum opens the field to adaptive

MR systems grounded in physiological computing and control theory. Our results can thereby

inform the design of future dynamic interfaces that adapt to the users’ physiological signals, to

ensure effective interaction with MR systems.

7 Open Science
We encourage readers to review, reproduce, and extend our results and analysis methods. To

achieve this goal, we make available our collected datasets, sentence stimuli, MR environments,

and experiment setup and analysis scripts at this link https://osf.io/juk9x/.
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